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PREFACE 

This study of Hilbert's 8-symbol is based on a doctoral dissertation which 
was submitted to the University of London in June 1967. It contains a number 
of new results, in particular a strengthening of Hilbert's Second 8-Theorem, 
which should be of some interest to specialists in the field of mathematical 
logic. However, this book is not written for the expert alone. We have tried to 
make it as self-contained as possible so that most parts will be intelligible to any­
one with a good mathematical background but with a limited knowledge of 
formal logic. Since the 8-symbol can be used to overcome many technical diffi­
culties which arise in formalizing logical reasoning, the present book may be 
useful as supplementary reading material for an undergraduate course in logic. 

In Chapter I we define the formal languages which are used throughout 
the book and analyze the semantics of such languages. An interesting result 
concerning finitary closure operations is then established. This result is used 
in Chapter II to prove the (semantic) completeness of certain formal systems 
which incorporate the e-symbol. In Chapter II we also establish a number of 
derived rules of inference for these formal systems. Chapter III, which is more 
technical than Chapter II, contains proofs of Hilbert's 8-Theorems, Skolem's 
Theorem, and Herbrand's Theorem. If the reader is interested in only these 
results, he may omit all of Chapter I except for the definitions of formal 
languages and may skim through most of Chapter II. 

Chapter IV deals with formal theories. We see how the e-symbol and 
c-Theorems may be used to prove the consistency of various mathematical 
theories. In particular, Hilbert's attempts to prove the consistency of arith­
metic are described. We then discuss the role which the 8-symbol can play in 
formalizing set theory, and we give particular attention to the relationship 
between this symbol and the axiom of choice. 

Chapter V may be regarded as an appendix to the book. In this chapter we 
give alternative proofs of some of the theorems in Chapter III. Our methods 
illustrate the close connection which exists between Hilbert's 8-Theorems and 

'Gentzen's Hauptsatz. 
The author would like to express his gratitude to G. T. Kneebone (Bedford 

College, London) under whose helpful supervision his thesis was written. He 
is also indebted to Marian Cowan for her excellent work in typing the manu­
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INTRODUCTION 

1 Objectives 

The purpose of this book is to examine the nature of Hilbert's e-symbol and 
to demonstrate the useful role which this logical symbol can play both in 
proving many of the classical theorems of mathematical logic and also in 
simplifying the formulation of logical systems and mathematical theories. 

The e-symbol is a logical constant which can be used in the formal languages 
of mathematical logic to form certain expressions known as e-terms. Thus, if 
A is a formula of some formal language 2 and x is a variable of 2, then the 
expression exA is a well-formed term of the language. Intuitively, the e-term 
exA says 'an x such that if anything has the property A, then x has that 
property'. For example, suppose we think of the variables of the language as 
ranging over the set of human beings and we think of A as being the state­
ment 'x is an honest politician'. Then 8xA designates some politician whose 
honesty is beyond reproach, assuming of course that such a politician exists. 
On the other hand, if there are no honest politicians, then exA must denote 
someone, but we have no way of knowing who that person is. Similarly, even 
if there are honest politicians, we have no way of knowing which one of 
them exA designates. 

Since the e-symbol, or e-operator as it is sometimes called, selects an 
arbitrary member from a set of objects having some given property, this 
symbol is often referred to as a 'logical choice function'. It is not surprising 
then that an investigation of the e-symbol also sheds some light on the nature 
of the axiom of choice. One of the main theorems of this book, Hilbert's 
Second e-Theorem, provides a formal justification of the use of the e-symbol 
in logical systems by showing that this symbol can be eliminated from proofs 
of formulae which do not themselves contain the symbol. What this theorem 
says intuitively is that the act of making arbitrary choices is a legitimate 
logical procedure. However, it has been shown by Cohen [1966J that an 
application of the axiom of choice in set theory cannot in general be elimin­
ated. It follows then that the real power of the axiom of choice lies not in the 
fact that it allows one to make arbitrary selections but rather in thc fact that 
it asserts the existence of a sct consisting of the selected entities. 

Before saying anything more about the nature of the e-symbol and the role 
it plays, we should first give a brief explanation of the basic objectives and 
concepts of mathematical logic. 
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2 Formal languages 

The objects of study in mathematical logic are formal or symbolic lang­
uages, and the primary aim is to provide a formalization of logical reasoning 
in terms of such languages. A formal language :£' consists of a set of symbols 
together with certain prescribed rules for building well-formed (or gram­
matical) expressions from these symbols. The well-formed expressions of :£' 
are usually divided into two categories, formulae and terms. The formulae 
correspond to the sentences of ordinary languages and the terms correspond 
to the nouns, pronouns, and noun clauses. The symbols of the language 
include certain function and predicate symbols (the vocabulary of the lang­
uage), variables, and logical constants. To the logician the most important 
symbols arc the logical constants. These usually consist of certain proposi­
tional connectives, such as "I (,noC), v ('or'), /\ ('and'). -J. ('implies'), and 
<-> ('if and only if'), and one or both of the quantifiers, V ('for all') and 3 
('there exists'). The formal languages dealt with in this book also contain the 
logical constant c (Hilbert's e-symbol). 

To avoid any confusion between the formal language being studied and the 
(informal) language which is used in carrying out this study, one refers to 
the former as the object language and to the latter as the metalanguage. 
Similarly, the mathematical theory which is used in reasoning about the object 
language is called the metatheory. Ideally, the metathcory should be as weak 
as possible. For example, a proof of the consistency offormal arithmetic would 
carry little weight if one were to use a strong metatheory which included all of 
arithmetic and set theory. Therefore, throughout this book whenever possible 
we shall use a weak 'constructive' meta theory, even though certain theorems 
can be proved· more easily using 'non-constructive' techniques. (A non­
constructive argument is one in which the existence of something is proved 
by deducing a contradiction from the assumption that no such thing exists.) 

Having specified a formal language :£', one can then formalize logical 
reasoning in either of two ways, (i) in terms of 'models', or (ii) in terms of 
'formal systems'. 

2.1 The semantic consequence relation F 
Without going into too much detail we can say that a model is an abstract 

mathematical structure which provides an interpretation of the symbols of :£' 
in such a way that every formula of Sf! becomes either a true or a false state­
ment about this structure. The logical constants of:£' are always given their 
natural interpretation, but the interpretations given to the function and 
predicate symbols may differ for differcnt models. Thus a formula A may be 
true in one model and false in another. A formula A is said to be a semantic 
consequence of a set of formulae X, denoted by X F A, if A is true in every 
model in which all the members of X are true. For example, suppose that :£' 
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is the language of elementary group theory and X is the set of formal axioms 
of this theory. Then to say that A is a semantic consequence of X amounts to 
saying that A is a statement which holds true for any group G. Obviously if 
o F A, where 0 IS the empty set, then A is true in all models, and we then say 
that A IS valId (or lopically true). 

2.2 The deducibility relation r 
The semantic consequence relation, F, provides a useful, though rather 

abstract, formalIzation of logical consequence and logical truth. One objec­
tIon to thIS approach is that one needs a strong metatheory which permits 
non-constructIve arguments about infinite sets. For many reasons it is often 
pr~ferable to regard the formulae of a language:£, as concrete objects, i.e., 
unmterpr~ted sequences of symbols, and to confine one's meta theory to 
constructIve, combinatorial arguments about these objects. 

For this reason one often formalizes logical reasoning in terms of 'deduci­
bility' in a formal system Y, where a formal system usually consists of certain 
axioms and rules of inference for the language :£'. The notation X r", A 
IS .used to denote that A is deducible from X in Y. A formal system Y is 
saId to be sound and (semantically) complete if the deducibility relation r for 
§ c~incides wi~h the semantic consequence relation F. In other words, by 
provll1g that Y IS both sound and complete one justifies the axioms and rules 
of inference of Y. 

The standard formal system used in mathematical logic is the (first-order) 
predicate calculus, and proofs of the soundness and completeness of this 
system are included in most textbooks of mathematical logic. The primary 
formal system whIch is dealt with in this book is called the e-calculus. This 
system is essentially obtained from the predicate calculus by adjoining the 
e-symbol as a new logical constant and by introducing some additional 
axioms f?r dealing with this symbol. It is our contention that by enlarging 
the predIcate calculus in this way one obtains a much neater and simpler 
formalization of logical reasoning. 

We have now introduced enough of the basic concepts to give a precise 
statement of Hilbert's Second e-Theorem. Suppose A is a formula of some 
language :£', X is a set of formulae of :£', and the e-symbol does not occur 
in A or in any mcmber of X. The Second e-Theorem states that if A is deduc­
ible from X in the e-calculus, then A is deducible from X in the predicate 
calculus. A more succinct statement of the theorem would be that the e­
calculus is an 'inessential extension' of the predicate calculus. 

2.3 Formal theories and the formalist programme 

Strictly speaking, mathematical logic is a branch of applied mathematics. 
However, unlike other branches of applied mathematics which are used to 
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solve problems in the natural and social sciences, mathematical logic is used 
to prove results about mathematical theories. When mathematical logic is 
used in this way, the subject is often referred to as metamathematics. 

A formalization :Y of a particular mathematical theory, e.g. arithmetic 
or set theory, consists of a formal language :£ which is adequate for express­
ing the concepts of that theory, a suitable formal system :!f', such as the 
predicate calculus, and a specified set X of formulae of:£ which serve as the 
(non-logical) axioms of the theory. A formula A of the language :£ is said 
to be a theorem of the formal theory :Y if A is deducible from X in :!f'. The 
theory f7 is said to be inconsistent if a contradictory formula, i.e., one of the 
form A /\ lA, is a theorem of:Y; otherwise:Y is said to be consistent. 

By reducing a mathematical theory to a formal theory one can prove 
various results about that theory in a completely constructive way. since a 
formal theory is nothing more than a meaningless array of symbols, together 
with certain prescribed rules for manipulating these symbols. 

This study of mathematical theories within a constructive meta theory 
was first developed by the formalists under the leadership of David Hilbert. 
The discovery of certain paradoxes in set theory around the year 1900 had 
aroused grave doubts about the legitimacy of the non-constructive tech­
niques which mathematicians often used in dealing with infinite sets. The 
formalists were convinced that these techniques were justifiable, and they 
hoped to find such a justification by proving constructively that the basic 
mathematical theories, such as arithmetic and analysis, were consistent. Un­
fortunately for them, it was shown by GOdel [1931] that even for such a 
simple theory as arithmetic no such consistency proof can ever be found. 

Despite the fact that their primary goal proved to be unattainable, the 
formalists made outstanding contributions to the theory of mathematical 
logic, and paved the way for many important later discoveries. 

3 The history of tbe B-symbol 

The B-symbol was introduced by Hilbert and his collaborators in order to 
provide explicit definitions of the quantifiers V and 3. These definitions are 
expressed by the formulae 

(I) 
and 
(2) 

3xA .... A(BXA) 

VxA .... A(oxIA), 

where I is the symbol for 'not'. Hilbert was convinced that by using the 
B-symbol rather than the quantifiers in formalizing arithmetic and analysis, 
one could establish the consistency of these two theories. The first published 
work in which the e-symbol is used is Ackermann's doctoral dissertation 
[1924], written under Hilbert, in which an attempt is made to prove the 
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consistency of analysis. However, in the previous year an article by Hilbert 
[1923] appeared in which a similar symbol, the t-symbol, is used. A com­
prehensive account of the results which the formalists proved using the e­
symbol is given by Hilbert and Bernays [1939]. 

The B-calculus used by Hilbert and Bernays is essentially the formal system 
which is obtained from the predicate calculus by adjoining the e-symbol as an 
additional logical constant and by taking all formulae of the form 

(3) A(t) -> A(BXA) 

as additional axioms, where t is any term. It can then be shown that (I) and 
(2) follow from (3) by virtue of the axioms and rules of inference of the predi­
cate calculus. The two main results which Hilbert and Bernays prove con­
cerning the B-symbol are known as the First and Second B-Theorems. The 
first of these is concerned with the eliminability of the quantifiers from the 
predicate calculus, and as we have already seen, the second is concerned with 
the eliminability of the B-symbol from the B-calculus. 

For the most part, Hilbert and Bernays use their B-calculus only in a 
subsidiary role to prove that certain deductions in the predicate calculus can 
be rewritten in a simpler form. However, an e-calculus can be used advan­
tageously as a formal system in its own right. Ackermann [1937-8] and 
Bourbaki [1954J present interesting formalizations of set theory which are 
based on an e-calculus. The axioms of their B-calculus include all formulae of 
the form 

(4) YX(A .... B) -> BxA = BxB 

in addition to formulae of the form (3) above. When this formal system is 
used in formalizing set theory, there is usually no need to adopt the axiom 
of choice since this axiom is deducible from an axiom of replacement using 
axiom (3) above. The conditions under which the axiom of choice is deduc­
ible will be discussed in Chapter IV (see page 106). 

Naturally, if the B-calculus is used in this way as a formal system in its own 
right, one would like to know whether the system is sound and complete. 
The answer to this question depends on the semantic interpretation which is 
given to the B-symbol. Asser [1957] in his Berlin Habilitationsschrift interprets 
the B-symbol as a 'choice function' and proves the soundness and complete­
ness of various forms of the B-calculus. More recently, Hermes [1965] proves 
the same result for his Termlogik mit Auswahloperatol'. In our proofs of the 
soundness and completeness of the B-calculus we shall also interpret the 
8-symbol as a choice function. 

4 Tbe indeterminacy of tbe B-symbol 

One of the most intriguing and useful features of the B-symbol is its in­
determinacy. Carnap [1961], pages 162-163, describes this feature as follows: 
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'The symbol "e" was intentionally introduced by Hilbert as an indeterminate 
constant. Its meaning is specified by the axioms only to the extent that any 
non-empty set has exactly one representative and this representative is an 
element of the set. If the set has more than one element, then nothing is said, 
either officially or unofficially, as to which of the elements is the representative. 
Thus, for example, ex(x = 1 v x = 2 v x = 3) must be either 1, or 2, or 

3; but there is no way of finding out which it is.' 

We might add to Carnap's remarks that the situation is even more mystifying 
if there is no x such that A is true. For example, suppose A is the formula 
x if' x; then the term cxA must denote some object, but we have no way of 
knowing what that object is. A term such as this is called a null term. 

We shall see that the usefulness of the c-symbol is due essentially to its 
indeterminate nature. For example, because of its indeterminacy the c-symbol 
provides useful derived rules of inference for the elimination and introduction 
of quantifiers (see page 48) and enables one to give explicit definitions of in­
definite concepts, such as the concept of cardinal number in set theory (see 
page 104). However, this indeterminacy also accounts for the suspicion with 
which the c-symbol is often regarded. We hope that this book will dispel some 

of that suspicion. 

S possible ways of defining formal languages 
We shall conclude these introductory remarks with an explanation of the 

motivation behind the particular way in which we have defined our formal 

languages. In setting up a formal language 2' it is not necessary to take all the logical 
constants as symbols of the language, since some may be defined in terms of 
others. For example the symbol .... may be defined in terms of -+ and /\ by 
regarding an expression of the form A .... B as an abbreviation for the expres­
sion (A -+ B) /\ (8 -+ A). The actual logical symbols of the language are 
called pl'imitive symbols and those symbols which are defined in terms of 

the primitive symbols are called defined symbols. 
Our formal languages have the following logical (primitive) symbols: f (for 

some false proposition), " -+, /\, v, 3, V, =, and c. The only defined 
symbol is ..... It is hoped that by defining our languages with such a rich 
array of symbols our results are more general than they would be if we were 
more selective in our choice of logical primitives. In fact, all our main results 
would still hold if our languages had only a certain subset of these symbols 

from which the remaining symbols could be defined. 
In particular, the symbol f could be dispensed with by choosing some fixed 

formula Ao of 2' and defining f as Ao /\ ,Ao· Conversely, the negation 
symbol, could be defined by letting ,A be A -+ f· For our purposes it is 
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advisable that at least one of the symbols f and 
WIth regard to the binary connectives ' be taken as a primitive. 
a t f' ->, /\ and v it i 'bl ny wo 0 these III terms of tIle tl . d d ' , s pOSS! e to define 
I Il b . m an the neg ( 

s la,. e USIllg an elegant unifying notation d a IOn symbol. Since we 
certam formulae are classified as ' " '" ue to Smullyan [1965], whereby 

'11 conJunctIve' 0 'd" " WI be apparent that all 0 1 r ISJunctlve formulae it 
, ur resu ts would h Id 'f h ' 

consIderation contained only one t 0 1 t e languages under 
because of Smullyan's notatio or wo of these three connectives, Similarly 
quantifiers were taken as a prl"mn't' our rdeSullts would hold if only one of th~ 

W
I Ive an t Ie other w d fi . 

e have seen (page 4) that both the '. ere e med m terms of it. 
the 8-symboL However since we shall bqu~nt;fielS can be defined in terms of 
where the c-symbol is ~navailabl "t' e ea mg with the predicate calculus 
quantifiers as a primitive F the, I IS necessary to take at least one of th~ 

" ur ermore the defi 't" 
terms of the 8-symbol leads t . ' . m IOn of the quantifiers in 

1 b 11
' 0 certam techmcal d'ffi l' " 

re a e lllg of bound variables Alth h "I cu tICS mvolving the 
various ways, we shall not de;1 withO~; these dIfficulties can be overcome in 
the quantifiers in terms of the bel~ III thIS book, Methods for defining 
See for example, Bourbaki [195:j~:n~e:[pear elsewhere in the literature, 
[1968] m which the main results of Ch t 1965], and a paper by the author 
languages in which the only logical " ap er I of thIS book are proved for 

In stating the rules of format' pr;mltIves are f, ->, and e. 
possibility of 'vacuous bondage~on? ~tr, languages we do not exclude the 
expression of the form 3xA V ;r co ISlons of bound variables'. Thus an 
variable x has no free occurr~nc: I'n' Aor(exA may be well-formed even if the 
h b vacuous bondage) . 

as a ound occurrence in A ( 011' . f or even If x already 

1 
,. C ISlOn 0 bound . bl ) 

oglclans allow these two situatl'on b . vana es, Nowadays many 

d
"ffi I' s ecause III so d . . ' 
1 leu tIes can be avoided ad' . omg, varlOUS technioal , n no new comphcat . 

can rep1ace one 8-term by another in lO~S anse. For example, we 
bound variables in A to avoid any CO~I;~nllula A wlth?ut first relabelling the 

WIth regard to the actual sy b 1 hl~ns whIch mIght result. h m 0 s w Ich we use f . d" " 
as proved convenient to have two so t '1 bl ' or III IVldual objects it 

~hich are denoted syntactically' b ;h~ ~VaI a e: (I) the 'variables' x" X2,' , , 
Illdividual symbols' a a d y d etters 1I, v, w, x, y, and z, and (ii) the 

b 
I' 2"" enote by a bad TI . 

ound by the operators 3 'land h ". n c" Ie vanables may be 
b d " e, w ereas the Ind' 'd 1 oun , The terms and formulae f 1 IV1 ua symbols are never 
formed expressions in whicll no o. a

bl 
anguage are defined as those well-

S c vana e has a f e ( b 
o lar, our formulation does not dl"a- f r e un ound) occurrence tl Her rom that of H'lb ' 

o Iers who use different symbols C 'f " I ert and Bemays and o lor ree vanables' d 'b 
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more modern attitude of interpr't' ert-thype formulation in that we follow th~ 
e mg t e symbols a ' " 

1 In other words the ielle ' 1, a
2

, ... ,as arbItrary 
. . rsul' a ed' specJfJcd variables. ' ,'" rc us In the metalanguage as n' f ames or un~ 

M.L.-2 
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constants' rather than as 'free variables'. This means that within our formal 
system there is no general rule of substitution for individual symbols. There 
are the derived rules that from X ~ A(a) one can infer X ~ A(t) and X ~ VxA(x) 
provided that a does not appear in any member of X. Howe.ver, if a does 
appear in the assumption set X, then the interpr~tation ofa IS te.mporanly 

'fixed' and it cannot be treated as a free variable IS treated Il1 a HIlbert-type 
system. One advantage of this approach is that the statement of the deduction 
theorem does not involve any complicated restrictions concerning the use of 
the individual symbols, since these restrictions are already built into the 

system. . .. . 
It should be pointed out that instead of specifying a lIst of Il1dlvldual 

symbols in our definition of a language, we could require that the vocabulary 
must contain infinitely many O-place function symbols. This method IS used by 
Robinson [1963]. These function symbols, or constants, could then be used as 
the individual symbols. We have not taken this approach sillce It seems more 
natural to confine the O-place function symbols of the vocabulary to those 
particular constants, such as the symbol for zero in arithmetic, which have a 
fixed intended interpretation. Within a deduction, the individual symbols do 
not behave as constants since they are not the names of defimte objects. 
Consequently, these symbols should be regarded more as logical symbols 
than as vocabulary symbols. In fact, we shall see that the individual symbols 
in a deduction can be thought of as abbreviations for e-terms. The close 
connection between these symbols and e-terms is brought out by the fact 
that in formal systems which incorporate the e-symbol, the individual 
symbols can be dispensed with, since their role is assumed by the e-terms of 

the language. 

I 
I. 
I: 

I 
i 

CHAPTER I 

SYNTAX AND SEMANTICS 

1 Introduction 

In the study of ordinary languages, such as English, the word 'syntax' is 
used to refer to the grammatical construction of sentences. Similarly, we 
define the syntax of a formal language !E to be the basic structure of!E as 
laid down by its rules of formation. Thus a syntactical study of!E officially 
ignores any intended interpretations of the symbols of !E. For example, the 
notion of formula is a syntactic concept, whereas the notions of validity and 
theorem are not. On the other hand, a semantic study of a formal language !E 
deals with the possible interpretations which may be given to the symbols, 
terms, and formulae of !E. Thus the notions of model, validity, and satisfi­
ability are semantic concepts. 

This chapter deals with the syntactic and semantic properties of formal 
languages which incorporate Hilbert's e-symbol. The main theorem of the 

. chapter, Theorem LlI, establishes an abstract semantic property of such 
formal languages which is of sufficient generality for both the Compactness 
Theorem and the Completeness Theorem for the e-calculus to follow from it 
as corollaries. The Compactness Theorem, which has many applications in 
other branches of mathematics, can be stated as follows: 

For any set X of formulae of !E, if every finite subset of X has a model, 
then X has a model whose cardinality is less than or equal to the cardinality 
of the set of symbols of !E. 

It is well known that Henkin's proof of the completeness of the predicate 
calculus (Henkin [1949]) can be used to prove the Compactness Theorem. 
However, since this theorem deals only with models of sets of formulae, it is 
natural to look for a proof which is purely model-theoretic-that is, one 
which does not depend on the Completeness Theorem or on the particular 
set of axioms and rules of inference which have been chosen to give the 
language a formal deductive structure. One advantage of our abstract 
approach is that the resulting proof of the Compactness Theorem is model­
theoretic in this sense. 

In order to carry out our semantic investigations it is necessary to use 
ordinary mathematical reasoning about sets. Consequently, throughout this 
chapter our meta theory is set theory with the axiom of choice. The set-
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theoretic symbols E, 0, ~, U, (1, \, and {x: ... x ... } are used in the usual 

way. 

2 The formal language 2?("Y) 
A vocabulary 1/ is an ordered triple <Fn,Pr,p) where Fn and Pr are any 

two disjoint sets and p is a function from FIl u Pr into the set of non­
negative integers. The elements of Fn are called the funclion symbols of -r 
and the elements of PI' are called the predicale symbols of 1/. For any g in 
FIl or P in Pr, peg) is called the order of g and pCP) is called the order of P. 
Any function symbol (predicate symbol) of order n is called an n-place 
function symbol (II-place predicate symbol). A O-place function symbol is 
often called a conslanl and a O-place predicate symbol is often called a 
proposition. The letters g and 11, with or without subscripts, will be used as 
metalinguistic variables to denote arbitrary function symbols, and in par­
ticular, g" will be used to denote an arbitrary n-place function symbol. The 
letter P, with or without subscripts, will be used to denote an arbitrary 
predicate symbol, and P" to denote an arbitrary n-place predicate symbol. 
We place no restriction on the cardinality of the sets Fn and PI'. In particular, 

both may be empty. 
Let i' be the vocabulary <Fn,Pr,p) and let "Y' be the vocabulary 

<Fn',Pr',p'). We say that 1/1 is an extension of "II" if Fn £ Fn', Pr S; Pr', 
and p and p' agree on Fn u Pr. Given a vocabulary 1/, we often form an 
extension of that vocabulary by adjoining new function symbols or predicate 
symbols. For example, to formalize arithmetic we might use a vocabulary "Y 
consisting of the constants 0 and I, and the 2-place function symbols + 
and,. The vocabulary i/' obtained from "Y by adjoining the 2-place predi­

cate symbol < is then an extension of -r. 
We shall now define the unique formal language which is determined by a 

given vocabulary i/. We normally denote this language by 2?(i/). However, 
if it is irrelevant to OUf discussion what the vocabulary i/' is, we write !!! 
instead of 2?("Y). 

The symbols of 2?( "Y) are: 

1. the function symbols and predicate symbols of "Y; 

2. the variables Xl, x2 , X3""; 

3. the individual symbols al' az, a 3, ... ; 
4. the logical constants I, I, -+, A, V ,·3, V, e, and =; 
5. the separation symbols (,), and, . 

We require that no symbol comprehended under anyone of the clauses 
1 2 3 4 and 5 is comprehended under any other. The letters u, v, w, x, y, z, 
~itl~ o'r \~Jithout subscripts, will be used to denote arbitrary variables, and the 
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letters a, b, c, with or without subscripts, to denote arbitrary individual 
symbols. The set of variables will be denoted by Vr and the set of individual 
symbols by Ind. 

An expression of length n is any string SI ... s" of symbols of 2?("Y). We 
include the possibility that n = O. In this case the expression is called the 
e~npty expression, and we denote this expression bye. Given any two expres­
SIOns A and B, we can form a new expression AB by juxtaposing A and B. 
Thus if A is an expression of length m and B is an expression oflength n then 
the length of AB is m + 11. We say that an expression A occurs in (or a;pears 
in or is contained in) an expression B if B is of the form BIAB2 where Band 
B

. 1 
2 are any two expreSSIOns. 
The well-formed expressions of 2?( "Y) fall into two disjoint categories, the 

quasl-lerms and the quasi-formulae. These are defined by the following 
recurSIve rules of formation. 

Gl. Any variable or individual symbol is a quasi-term. 
G2. If g" is an n-place function symbol of 1/ (/1 ~ 0), and t l' ... , I" are quasi­

terms, then gn(1 ... tn is a quasiwterm. 
G3. If P~ is an n-place predicate symbol of i/ (/1 ~ 0), and 11' ••• , I" are 

quasI-terms, then pnt 1 ••• In is a quasi-formula. 
G4. If sand t are quasi-terms, then s = t is a quasi-formula. 
05. The symbol f is a quasi-formula. 
G6. If A and B are quasi-formulae, then lA, (A -+ B), (A /\ B), and 

(A v B) are quasi-formulae. 
G7. If A is a quasi-formula, then for any variable x, 3xA and VxA are quasi­

formulae. 
G8. If A is a quasi-formula, then for any variable x, exA is a quasi-term. 
G9. Only those expressions which are generated by GI-G8 are well-formed. 

Any expression which is well-formed by virtue of G8 is calJed a quasi 
e-term and any which is well-fonned by virtue of G3, G4, or G5 is called an 
alom. A well-formed expression is said to be cji-ee if the symbol e does not 
?ccur in it, identity-free if the symbol = does not occur in it, and elementary 
If the symbols V, 3, and e do not occur in it. 

Unless otherwise stated, the letters A, B, and C, with or without subscripts, 
wIll be used to denote arbitrary quasi-formulae, and the letters s and I, with 
or without subscripts, will be used to denote arbitrary quasi-terms. The 
following syntactic abbreviation is used throughout: 

(A <-+ B) for ((A --> B) /\ (B --> A)). 

We shall adopt the following conventions for the omission of parentheses 
First ~f all, we normally omit the outermost pair of parentheses. For example: 
we wnte 

(A /\ B) -+ C 



12 SYNTAX AND SEMANTICS CH. I 

instead of 
«A " B) -> C). 

Secondly, we adopt the rule of association to the right. This means that 
A v B v e, A " B " e. and A -> B -> e should be read as (A v (B v C)), 
(A " (B " C)), and (A -> (B -> e)), respectively. Thus if we restore the 
parentheses to the abbreviated expression 

(A -> B -> C) -> (A -> B) -> A -> e 
we obtain the expression 

«A -> (B -> C)) -> «A -> B) -> (A -> C))). 

This rule of association to the right is applied to abbreviated expressions of 
the form Al v ... vAll' AlA ... AA II , and Al ~ ... -+ AI!! where the Ai 
are any quasi-formulae. (Ifn = I, these three expressions all stand for A,,) 

Although it is not necessary to enclose quasi-formulae of the form s = t by 
parentheses, we often do so for sake of readability. Thus, for example, 
'1x(x = x) and I (x = y) stand for the well-formed expressions '1xx = x and 
'x = y. 

2.1 Terms and formulae 
An occurrence of a variable x in any well-formed expression A is said to 

be a bound occurrence if it is an occurrence in a well-formed part of A of the 
form 3xB, VxB, or exB; otherwise it is a/ree occurrence. Thefi'ee variables of 
A are those variables which have free occurrences in A. We denote the set of 
free variables in A by VeAl. If A is any well-formed expression and x any 
variable, we say x occurs free in A within the scope of an e-symbol if x has a 
free occurrence in A within a well-formed part of A of the form eyB. 

For any language 2, a quasi-formula of 2 in which no variable occurs 
free is called a formula of 2, and a quasi-term of 2 in which no variable 
occurs free is called a lerm of 2. Thus the sets FfC of all formulae of 2 and 
T fC of all terms of 2 are defined by 

Fz = {A: A is a quasi-formula of 2 and VeAl = O}, 
TfC = {I: I is a quasi-term of 2 and V(I) = O}. 

In particular, a quasi e-term in which no variable occurs free is called an 
e-term. 

We say a quasi-term I is Fee for x in a well-formed expression A if no free 
occurrence of x in A is an occurrence in a well-formed part of A of the form 
eyB, 3yB, or '1yB, where y is free in I. It follows from this definition that if t 
is free for x in A, then on replacing all free occurrences of x in A by I, no 
free occurrence of a variable in I becomes bound. If I is free for x in A, we 
shall use the notation 

[A]~ 
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to denote that (well-formed) expression which is obtained from A by re­
placing all free Occurrences of x in A by I. We shall adopt the convention that 
this notation is used only when I is free for x in A. Thus when we write the 
formula 

(1) '1z([A]; .... [B];) -> (exA = eyB), 

it is understood that z is free for x in A and for yin B. (As will be seen later, 
if all formulae of this form are taken as logical axioms and the usual axioms 
for identity are available, it is unnecessary to adopt a rule for the relabelling 
of bound variables.) 

Since a terrn contains no free variables, then any term is free for x in A, 
for any x and any A. In practice, the notation [A]~ is seldom used when I is 
not a term-formula (I) will be one of the few cases in which it is so used. 
Consequently, our convention that t is free for x in A is for the most part 
superfluous. 

When no confusion can arise, the notation [A];' will often be simplified to 
A~ or just A(I). However, at times the full notation is necessary. For example, 
eY[A];' and [eyA]~ do not necessarily denole the same expression, and 
therefore the notation eyA~ would be ambiguous. In view of our abbreviated 
notation, the expressions 

'1xA -> A(t) and 13xA -> IA(I) 

are to be understood as 

'1xA -> [A]~ and 13xA -> I [A];. 

The following properties are easy to verify. 

THEOREM I. I. 
(i) If s alld tare lerms alld x alld yare distinct variables, thell [[A]~]i 

and [[A]a: dellote the same expressioll; 
(ii) rf x alld yare dislillcl variables, Ihell [3yA]~ alld 3y[ A]~ denote the 

same expression, [\fyAJi~ and 'v'y[A]; denote the san1e expression, and 
[eYA];' alld ey[A]~ dellote Ihe same expressioll. 

In the case of multiple replacements of free variables, in order to economize 
in the use of brackets, we shall write 

(I) [A]X' ... x" 
II , .• tn 

instead of 

(2) [ .. . [[A]x,]" ,]x". 
tl ,.. In 

Thus (I) denotes the expression which is obtained from A by first replacing 
each free occurrence of Xl by t}, then each free occurrence of X 2 by 12 , etc. 
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By Theorem l.l(i) it follows that if each I, is a term and if the variables 
Xl' •.. , X'I are all distinct, then the order in which these replacements are 
performed is immaterial. 

A replacemenl operalor for a language !f! is any function, usually denoted 
by L, from a finite set of variables, called the domain of L, into T y. We shall 
denote the domain ofL by dam L. For any well-formed expression A of!f! we 
define [AJL as 

where the Xi arc the distinct members of dam :E. Since each E(x j ) is a term, 
this definition is independent of the order in which the replacements arc 
performed. If dam L = 0, then [AJL is A. When there is no possibility of 
ambiguity, we write Ar. instead of [AJr.. 

If:E is any replacement operator, x any variable, and t any term, then L~ is 
defined to be that function whose domain is doni r. u{x}, such that for all 
Y Edam r. u{x} 

r.X( ) = {L(Y) if y is distinct from x, 
I Y t If Y IS x. 

For any :E and any variable x, the x-suppression of L is that function which 
is obtained from r. by restricting its domain to dam r. \ {x}. Thus if L' is the 
x-suppression ofr., then for all Y Edam r. \ {x}, 

r.'(y) = L(y). 

The following properties of replacement operators follow immediately from 
the definitions and Theorem 1.1. 

THEOREM 1.2. For any replacement operalor r.: 
(i) If A is any quasi-forl11ula and V(A) S; dam r., Ihen AL is a formula. 

Similarly, for any quasi-term t. 
(ii) For any well..Jormed expression A, and any variable x, if x ¢ dom k, 

tit en [AJr.~ and [[AJr.J~ denote the same expression. 
(iii) If r.' is Ihe x-suppression of r., Ihen [3xAJr. and 3x[AJr.' denole Ihe 

same expression, [VxAJr. and VX[AJr.' denole lite same expression, and 
[exAJr. and ex[AJr.' denole Ihe same expression. 

2.2 A unifying classification of formulae 

The formulae of any language !f! can be classified according to their 
syntactic structure as follows: 

1. the atoms and the negations of atoms: 
2. the formulae of the form ii A; 
3. the formulae of the form A /\ B, ,rA v B), and i(A .... B); 
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4. the formulae of the form A v B, i(A /\ B), and A .... B; 
5. the formulae of the form VxA and i3xA; 
6. the formulae of the form 3xA and iVxA. 

Clearly, any formula of!f! is included iu one and only one of the above six 
categories. We shall use the meta linguistic variables a, fl, y, and .5 to denote 
arbitrary formulae of types 3, 4, 5, and 6, respectively. 

In particular, a formula of type 3 is called a cO/~jllnctive formula. The 
conjunctive components, IXI and 0:2, of a conjunctive formula 0: are defined as 
follows: if", has the form A /\ B, i(A v B), or i(A .... B), then "'1 and "'2 
are A and B, iA and iB, or A and iB, respectively. 

A formula of type 4 is called a disjunclive formula. The disjunclive com­
ponents, fl1 and fl2, of a disjunctive formula fl are defined as follows: if fl 
has the form A vB, i(A /\ B), or A .... B, then fl1 and fl2 are A and B, 
iA and iB, or iA and B, respectively. 

A formula of type 5 is called a universal formula. If y is a universal formula 
of the form VxA or i3xA, then for any term I we use the notation Y(I) to 
denote the formula A(I) or iA(t), respectively. 

A formula of type 6 is called an exislential formula. If.5 is an existential 
formula of the form 3xA or iVxA, then for any term I, we use the notation 
.5(1) to denote the formula A(t) or i A(t), respectively. Furthermore, we use 
the notation eli to denote the term exA, if Ii is 3xA, and the term exiA, 
if Ii is iVxA. Thus Ii(eli) denotes A(exA) or iA(exiA), respectively. 

This system of classifying formulae into types 3, 4, 5, and 6, which is due 
to Smullyan [1965J, greatly simplifies the metatheary since in many proofs 
and definitions we can avoid tiresome considerations of cases. Furthermore, 
since in the proofs of all our main theorems we shall not be concerned with 
the particular syntactic structure of a given formula, but only its more general 
structure as defined in the above six categories, then it is easy to see that our 
results hold not only for languages as defined on pages 10-12, but also for 
languages whose logical symbols include only one quantifier, and only one 
or two of the three binary connectives. In this way the above classifications 
and unifying notation give our metamathematical investigations an added 
degree of generality. 

For any formula A, we define the conlrary of A as follows: If A is the 
negation of some formula B, then B is the contrary of A, and if A is not a 
negation, then iA is the contrary of A. Consequently, the contrary of a 
disjunctive formula is a conjunctive formula, and vice versa. Similarly, the 
contrary of an existential formula is a universal formula, and vice versa. Two 
formulae are said to be contradictory if one is the negation of the other. The 
following very useful properties of contradictoriness will be referred to as 
the dualily principle: 
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1. If a and /3 are contradictory, then a1 and /31 are contradictory, and az and 
/3z are contradictory. 

2. If y and 0 are contradictory, then for any term t, y(t) and o(t) are contra­
dictory. 

2,3 The cardinality of a language 
The cardinality of a language 2 is defined as the cardinality of its set of 

symbols, and by an abuse of notation will be denoted by fl. Since every 
language has enumerably many variables and individual symbols, the cardin­
ality of a language is at least ~o. Because we allow the vocabulary of a 
language to be of arbitrary cardinality, it is possible for languages to be 
non-enumerable. In fact, all mathematical theories can be formulated within 
an enumerable language; however, in recent years it has been found that non­
enumerable languages play an important role in various metamathematical 
investigations, particularly in the realm of algebra. One metamathematical 
result involving non-enumerable languages which has fruitful applications is 
the Compactness Theorem. 

In connection with our proof of the Compactness Theorem we shall make 
use of the following fact. If 2 is any language, and T z is the set of its terms, 

then 1'".; fl. This can be proved by letting Eff be the set of expressions of 
2. Since the set of symbols of 2 is infinite, and since E" consists of all 
finite sequences of these symbols, then by a familiar set-theoretical argument, 

Ez = fl. The result then follows from the fact that T!£ is a subset of E". 

3.1 Truth functions 
We begin our study of semantics by formalizing our intuitive interpretations 

of the symbols I ('not'), v ('or'), 1\ ('and'), and -> ('implies'). 
Regardless of what is meant by the words 'true' and 'false' we would like 

to arrange matters in such a way that the formula -,A is ~true' iff1 A is 'false', 
A I\B is 'true' iff both A and B are 'true', A v B is 'true' iff at least one of 
A and B is 'true', and A -> B is 'false' iff A is 'true' and B is 'false'. 

We proceed as follows. Let IE denote the set {O, I}, where the numbers ° 
and I are called truth values. (Intuitively, ° and I denote falsehood and truth, 
respectively.) An n-ary truth junction is a function from IE" to IE. To the logical 
symbols I, A, V, and ~ we assign the truth functions H.." H 1\' By, and H ... , 
respectively, where H, is unary and the others are binary. These functions 
are defined as follows. For any m, n E IE: 

H,(m) = I iff m = 0, 
H,(m,n) = I iff m = I andn = I, 
ll y (m,n) = 1 iff m = lor n = I, 
H ~(m,n) = ° iff m = 1 and n = 0. 

1 We use ifl as an abbreviation for if and only if. 
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Consequently, if by some means we have assigned the truth values m and n 
to A and B respectively, then If,(m) is the correct truth value of lA, 
If, (m, n) the correct truth value of A 1\ B, etc. We shall now consider one 
possible way in which truth values can be assigned to formulae. 

3.2 Tautologies 

A formula is a molecule if it is either an atom or a formula of the form 
'1xB or 3xB. Thus every formula A either is a molecule or is 'built up' from 
molecules by means of the symbols 1\, v, I, and ->. These molecules in A 
are called the molecular constituents of A. 

A truth assignment is any function !/J from a finite set X of molecules into 
the set IE which is such that !/J(f) = ° if f is a member of X. For any formula 
A, if !/J is a truth assignment whose domain contains all the molecular con­
stituents of A, then the truth value ij/(A) which !/J assigns to A is defined as 
follows by induction on the length of A: ' 

(i) if A is a molecule, ij/(A) = !/J(A); 
(ii) if A is of the form IB, then ij/(A) = H,(ij/(B)); 

(iii) if A is of the form B * C, where. may be either 1\, v, or ->, then 
ij/(A) = H.(ij/(B), ij/(C)). 

A truth assignment !/J is said to be a truth assignment jar A if the domain of 
!/J is the set of molecular constituents of A. Thus if A has 11 molecular constitu­
ents, then there are 2' truth assignments for A. A formula A is a tautology if 
ij/(A) = I for every truth assignment !/J for A, and A is a tautological con­
sequence of formulae B1 , ... , En if the formula Bl -+ ... -+ En -+ A is a 
tautology. Thus a tautology is a formula which is 'true' no matter what truth 
values are assigned to its molecular constituents, and A is a tautological 
consequence of B 1, ••• , B, if A is 'true' for every truth assignment which 
gives each of the B, the value 'true'. 

Although a tautology must certainly be regarded as a 'logically true' 
formula, the notions of tautology and tautological consequence do not give 
us the complete picture. For, in computing ij/(A) one looks at only the 
'molecular structure' of A and disregards any occurrences of the quantifiers, 
e-symbol, or identity symbol in A. For example, according to our intuitive 
understanding of the symbols 3, 'I, and e, the formula 3xPx should be a 
'logical consequence' ofVxPx, and the formula PexPx should be a 'logical 
consequence' of 3xPx. However, these are not tautological consequences since 
VxPx -> 3xPx and 3xPx -> PexPx are not tautologies. Thus for the type 
of languages which we are considering we need a more inclusive definition of 
'logical consequence', i.e., one which analyzes the 'sub-atomic structure' 
of formulae and reflects our intuitive understanding of the symbols V, 3, c, and 
=, as well as the symbols "l, A, V, and -+. 
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Despite these inadequacies, the notion of a tautology is still a very useful 
one, mainly because of its decidability. For, one can effectively determine 
whether or not a given formula A is a tautology by computing if(A) for each 
of the 211 truth assignments for A, where 11 is the number of molecular con­
stituents of A. For this reason tautologies play an important role in the study 
of formal systems, as we shall see in Chapters II and III. 

EXERCISES 

I. Prove that any formula of the form (A -+ f) -+ IA is a tautology. 

2. Prove that if both A and A -+ B are tautologies, then B is a tautology. 

3. Let CJ. be any conjunctive formula and i/J any truth assignment for ct.. Prove 
that if(a) = I iff if(CJ.,) = I and if(a,) = I. 

4. Let fJ be any disjunctive formula and ifl any truth assignment for fl. Prove 
that if(fJ) = 1 iff if(fJ,) = 1 or if((i,) = 1. 

3.3 Models 

In order to give a precise description of the semantics of our formal 
languages we define the notion of a model. Because of the e-symbol, it is 
necessary to modify the conventional definition by equipping each model 9Jl 
with a choice function <D. This choice function provides a semantic interpreta­
tion of the e-symbol. 

The following familiar sct-theoretic notation will be used in our definition. 
If M is any set and n is a positive integer, then M" denotes the set of ordered 
n-luples of M, MM" denotes the set of functions from M" into M, and 
{0,1 }M" denotes the set of functions defined on M" and taking as values 0 or I. 
The set {O,l}"" can be identified with the set of n-ary relations on M. If 
n = 0, then M"" is M, and {O,I}M" is {OJ}. 

Let "//' be any vocabulary <Fn,Pr,p). A model, 9Jl, for 1/' is an ordered 
triple <M,IT,<D) which satisfies the following conditions: 

1. M is a non-empty set, called the universe of9Jl. 
2. IT is a function defined On Fn u PI' u Ind which assigns values in the 
following way: 

(i) for any individual symbol a in Ind, IT(a) E M; 
(ii) for any n-place function symbol g in Fn, IT(g) EM""; 

(iii) for any n-place predicate symbol P in PI', IT(P) E {O,I)M". 
3. <D is a choice function on M, i.e. <D(N) E N for any non-empty subset N 
of M, and 4)(0) is an arbitrary, but fixed, member of M. 

The cardinality of a model is defined as the cardinality of its universe. 
Members of the universe will be denoted by the Greek letters I' and v. 

For any vocabulary 1/', any model9'Jl for r, and any well-formed expression 
A of some language !f, we say that 9Jl is adequate for A if A is a well-formed 
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expression of !fer'). In other words, 9JI is adequate for A if the function IT in 
9JI assigns values (in the proper way) to each function and predicate symbol 
occurring in A. 

For any model ml, an 9JI-assignment is any function from the set of variables 
VI' into the universe of 9Jl. 9Jl-assignments will be denoted by the Greek 
letter 0, with subscripts if necessary. If 0 is an 9Jl-assignment, then 0; is that 
ml-assignment whose value for x is J1. and which otherwise coincides with O. 

If A is any well-formed expression, 9Jl is any model which is adequate for 
A, and 0 is an 9Jl-assignment, then the interpretation of A with respect to 9Jl 
and 0, which is denoted by 9JlO(A), is defined as follows by induction on the 
length of A: 

G1. A is a variable x: 9JlO(x) = O(x); 
A is an individual symbol a: 9JlO(a) = IT(a). 

G2. A is of the form g"t, ... t,,: 
9JlO(g"t, ... t,,) = IT(g")(9JlO(t ,), ... ,9JlO(l,,». 

G3. A is of the form P"t, ... t,,: 
9JlO(P"t, ... t,,) = IT(P")(9JlO(t,), ... , 9JlO(t,,». 

G4. A is of the form (s = t): 
9JlO(s = t) = I if9JlO(s) = 9JlO(t), and 0 otherwise. 

G5. A is the formula t: 
9Jl0(/) = O. 

G6. A is of the form IB, (BI\C), (BvC), or (B-+ C): 
9Jl0( I B) = H -,(9JlO(B», 
9JlO(B 1\ C) = H J9JlO(B),9Jl0(C», 
9JlO(B v C) = H y(9JlO(B),9JlO(C), 
9JlO(B -+ C) = H~(9JlO(B),mlO(C». 

G7. A is of the form 3yB: 
9JlO(3yB) = 1 if there exists a I' E M such that 9Jl0:(B) = 1; otherwise 
mlO(3yB) = 0; 
A is of the form VyB: 
9JlO(VyB) = 1 if for all J1. E M, 9JlO:(B) = 1; otherwise 9JlO(VyB) = O. 

GS. A is of the form eyB: 
9JlO(cyB) = <D{J1.:9Jl0:(B) = I}. 

Obviously, if A is a quasi-formula, 9JlO(A) E {O,I}, and if A is a quasi-term, 
9JlO(A) E M. 

For any subset V of VI', and any 9Jl-assignments 0, and O2 , we write 
0, - O2 to denote that O,(x) = O,(x), for all x E V. 

y 

THEOREM 1.3. For any well-formed expression A, any model 9Jl which is 
adequate for A, and any m-assignments (}1 and 821 if 01 "-' O2 , then 
9J18,(A) = 9Jl02(A). VIA) 
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Proof The proof is by induction on the length of A. For cases 01-06, the 
proof is trivial. 
07: Suppose A is of the form 3yB. Since 0, - O2 , then for any f1 E M, 

V(A) 

0, ~ - 02 ~' Consequently, by the induction hypothesis, WW, ~(B) = 
v(n) 

WW2 ~(B), for any f1 E M. It follows that there exists a f1 E M such that 
MO, ~(B) = I if and only if there exists a f1 E M such that WW2 ~(B) = 1. 
Hence, WIO,(3yB) = 9)W2(3yB). Similarly, it follows that 9)W,(VyB) = 

WW,(VyB). 
08: Suppose A is of the form eyB. As in 07, for all f1 E M, 9JlO, ;'(B) = 
WlO, ~(B). Consequently, {,d)lO, ~(B) = I} = {1':WW2 ;,(B) = I}. Hence, 
9JlO,(eyB) = WlO2(eyB). 

COR OLLAR Y. If x ¢ VeAl, then for any I' E M, 9JW(A) = 9ne~(A). 

THEOREM 1.4. For any well-formed expression A, any variable x, any quasi­
terrn t which is/reefor x in A, and any model9R which is adequate/or A and I, 
9Jl0([ A];> = 9JlO~IO(<)(A). 

Proof If x ¢ veAl, then [A]: is A, and by the above corollary, 9nO~,(<)(A) = 

9JlO(A). Hence, in this case the theorem obviously holds. We now consider 
the case where x E VeAl. The proof is by induction on the length of A. For 
cases 01-06, the proof is trivial. 
07 and 08: Suppose A is of the form 3yB, VyB, or eyB. Since x E VeAl, then 
x and yare distinct variables. Furthermore, since t is free for x in A, then 
y ¢ Vet). Take any f1 E M. By the above corollary, 9JlO;'(t) = 9JlO(t). Hence, by 
the induction hypothesis 

9JlO;'(Bn = 9)lO;' ~o(,)(B), 

and therefore since x and yare distinct variables, 

9JlO;'(Bn = 9JlO~IO(') ;'(B). 
Consequently, 

This implies: 

and 

(1':9JlO;'(W) = I} = (1':9JlO~o(,)~(B) = I}. 

9JlO(3y[B];) = 9JlO~o(,)(3yB), 
9JlO(Vy[BJ;) = 9JlO~O(,)(VyB), 
WW(ey[B]:) = 9JlOt;io(<)(eyB). 

The theorem now follows by Theorem 1.1. 

If A is a formula or term, then by Theorem 1.3 the interpretation of A with 
respect to 9Jl and 0 is independent of e, since VeAl = 0. In this case we may 
refer to the interpretation of A with respect to 9Jl and write Wl(A). 
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THEOREM 1.5. For any adequate model9Jl: 
(i) If a is a conjunctive formula with components a, and a2, then 9Jl(a) = I 

iff9Jl(a,) = I andWl(a,) = 1. 
(ii) For any formulae A and B, Wl(A ..., B) = I iff9Jl(A) = 9Jl(B). 

(iii) For any universalformula y and any term t, if9Jl(y) = I, thenWl(y(t» = 1. 
(iv) For any existentialformula b, if9Jl(b) = I, then Wl(b(eb» = 1. 
(v) Jf9Jl(Vx(A +-> B)) = I, then9Jl(exA) = 9Jl(exB). 

(vi) For any Herm exA, Wl(exA) = 9Jl(ey[ A];). 
(vii) For any terms sand t, if 9Jl(s) = 9Jl(t) OI,d9n(A~) = 1, tlzen 9Jl(A~) = 1. 

Proof The proofs of (i) and (ii) follow trivially from our truth functional 
interpretations of I, 1\, v, and -+, and from the definition of-+--+, 
(iii): Suppose y is of the form VxA. Let 0 be any 9Jl-assignment. Since 
9Jl(VxA) = 1, then 9JW(VxA) = 1, and for all I' E M, rrllO;(A) = 1. In par­
ticular, 9Jle~,(<)(A) = 1, and by Theorem 1.4 9JlO(A(t» = 1. Hence, 
9Jl(y(t» = 1. The proof is similar for the case where y is of the form i3xA. 
(iv): Suppose b is of the form iVxA. Let 0 be any 9Jl-assignment. Since 
9Jl(b) = I, then 9JlO(iVxA) = I, and therefore llnO(VxA) = O. Hence there 
exists a I' E M such that 9JlO:(A) = O. Consequently, 9JlO:(iA) = 1. Let 
N = (f1:9JlO;(iA) = I}. Since N "" 0, WeN) E N. But 9JlO(exiA) = WeN). 
Therefore, 9JlO~IO(,"-,4iA) = I, and by Theorem 1.49JlO(iA(exiA)) = 1. 
Consequently, 9Jl(b(eb» = 1. The proof is similar for the case where b is 
of the form 3xA. 
(v): Let 0 be any 9Jl-assignment. Since 9Jl(Vx(A .... B» = I, then for aliI' E M, 
9JlO:(A ..., B) = 1. Hence by (ii), for all f1 E M, 9JlO;(A) = 9JlO;(B). Thus 
(1':9nOZ(A) = I} = {1':9JlOZ(B) = I}, and it follows that9Jl(exA) = 9Jl(exB). 
(vi): If x and yare the same variable, the proof is trivial. Suppose x and yare 
distinct variables. Since exA is a term, then y ¢ VeAl. Furthermore, by our 
convention (p. 13), y is free for x in A. Let N, = {1':9JlOZ(A) = I} and let 
N z = (1':9JlO~(A~) = I}. It will be sufficient to prove N, = N z• Since 
O~(y) = 1', then by Theorem 1.4 

9JlO~(A;) = 9Jl0~ :CAl, 
= 9nOZ ~(A), 
= 9JlO;(A) since y ¢ VeAl. 

Consequently N, = N2 • 

(vii): The proof follows immediately from Theorem 1.4. 

EXERCISES 

I. Prove that for any formula A, if9Jl is adequate for A and A is a tautology, 
then 9Jl(A) = 1. 

2. Prove that, if9Jl(A) = I and 9Jl(A -+ B) = I, then Wl(B) = 1. 
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3.4 Satisfiability and the semantic consequence relation 

Let A be a formula of some language !E and 9J1 any model. We say 9Jl 
satisfies A, or A is true in 9J1, if9Jl is adequate for A and 9J1(A) = I. We write 
9J1 Sat A to denote that 9J1 satisfies A. If X is any set of formulae, we say 9Jl 
satisfies X, denoted by 9J1 Sat X, if9J1 satisfies all the members of X. We say 
X is satisfiable or has a model, denoted by Sat X, if there exists a model which 
satisfies X, and we say X is 111-satisfiable, denoted by 111-Sat X, if there exists 
a model of cardinality 111 which satisfies X. For any set of formulae X and 
any formula A, we say A is a semantic consequence of X, denoted by X f: A, 
if every model which is adequate for A and which satisfies X also satisfies A. 
Finally A is valid, denoted by FA, if A is a semantic consequence of the null 
set. It follows that A is valid if and only if every model which is adequate 
for A satisfies A. 

For any language !E, we define the finitary semantic c/osure for !E as the 
function, denoted by C" such that for every X £ F!L': 

C,(X) = {A: A E F!L' and there exists a finite subset Y of X such that Y F A}. 

Clearly, if A E C,(X), then X FA. For finite X, the converse is als\, true. The 
fact that the converse is true for infinite X will follow from the Compactness 
Theorem (p. 29). 

For convenience of notation we shall write C,(X, A) instead of C,(X u {A}), 
where X is a set of formulae and A is a formula. The following theorem 
follows readily from the definition of C,. 

THEOREM I.6. For any X £ Fz : 
(i) X £ C,(X); 

(ii) C,(C,(X» £ C,(X); 
(iii) if Y £ X, then C,( Y) £ C,(X); 
(iv) if A E X, then there exists afinite Y £ X such that A E C,(y). 

The proof is left as an exercise. 

THEOREM I.7. If / E C,(X), then there exists a finite subset Y of X which is 
unsatisfiable. 

Proof Since / E C,(X), then there exists some finite subset Y of X such that 
Y F f. But for any model 9Jl, 9Jl(f) = 0: Hence there is no model which 
satisfies Y. 

In view of Theorem 1.7, to prove the Compactness Theorem it will be 
sufficient to prove that for any X £ Fz : 

(I) if / ¢ C,(X), then 111-Sat X, for some 111 < !E. 
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This assertion follows as a special case from the main theorem to be proved 
in §4, Theorem 1.11. The following theorem will be used in connection with 
that result. 

THEOREM 1.8. Let C, .?e the finitary semantic closure for some language !E. 
Then/or Gny X £; F!fJ any A E F!{" any Ct, y, (j E FZJ and any t E Tz : 
(i) AEC.lX)iff/EC,(X,IA); 

(ii) a E C,(X) iff a " (X2 E C,(X); 
(iii) if Y E X, then y(t) E C,(X); 
(iv) if 0 E X, then o(eo) E C,(X); 
(v) if(s = t)EX and B;EX, tim, B;EC,(X); 

(vi) for any Herms exA and eyB of !E, if \fz(A; <-> BD EX, then 
(exA = eyB) E C,(X). 

Proof (i): Assume A E C,(X). Then Y F A for some finite Y £ X. Let 
Z = Y u {IA}. Clearly, Z is unsatisfiable; hence, Z F f. Since Z £ 

Xu {IA}, then /EC,(X"A). Conversely, assume that /EC,(X"A). By 
Theorem I. 7, there exists a finite subset Y of Xu {I A} which is un satisfiable. 
Let Z = Y\ {IA}. It is enough to prove that Z FA. Assume the contrary, 
i.e. assume that there exists a model 9Jl such that 9J1 Sat Z, but gJl(A) = 0. 
Then 9Jl(IA) = I and 9Jl Sat Y, which is impossible. 
The proofs of (ii)-(vi) follow by Theorem 1.5. 

4 The Satisfiability Theorem 

In this section we prove our main result, the Satisfiability Theorem, from 
which the Compactness Theorem follows as a special case. This abstract 
result is obtained by introducing the general notion of a logical closure C 
and then proving that for any set X of formulae of !E: 

if / ¢ C(X), then 11l-Sat X, for some 111 < 2. 

We first define the familiar notion of a finitary closure operation C on any 
set S as a function from the power set of S into itself such that, for any 
X £ S, the following conditions hold: 

Cl. X £ C(X); 
C2. C(C(X» £ C(X); 
C3. if Y £ X, then C(Y) £ C(X); 
C4. if A E C(X), then there exists a finite Y £ X such that A E C( Y). 

The notion of a finitary closure operation, which is fundamental to both 
algebra and logic, was apparently first applied to logic by Tarski [1930]. 

If!E is a language and C is a finitary closure operation on F!L" then for 
any X £ F!L', we say X is maximal under C, denoted by MaxcX, if: 

M.L.-3 
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I. Nc(X); 
2. for all Y £; F y, if X £; Y and I ¢ C( Y), then X = Y. 

THEOREM l.9. If Cis alini/ary closure operalion on Ff/' and MaxcX, Ihen 
C(X) = X. 

Proof By CI, X £; C(X). Since MaxcX, then I ¢ C(X), and hence, by C2, 
I ¢ C(C(X)). But this implies X = C(X) by the maximality of X. 

THEOREM 1.10. Ifl ¢ C(X), Ihenlhere exiSIS some Y £; F:£, such Ihal X £; Y 
and MaxcY. 

Proof Let 6 = {X':X£; X', x' £; Ff/', and 1¢c(X')}. We shall use Zorn's 
lemma to prove that 6 contains maximal elements. Let;r be any subset of6 
which is totally ordered by inclusion, and let Y = U X'. In order to apply 

X'e'!: 

Zorn's lemma we need only show that Y E 6. Clearly Y £; F!L' and X £; Y. 
To prove I ¢ C(Y) we assume the contrary and produce a contradiction. If 
IE C(Y), then by C4, IE C(Yo) for some finite subset Yo of Y. Since Yo is 
finite, then Yo £; X' for some X' E:t, and by C3, C(Yo) £; C(X'). Hence 
f E C(X'), which contradicts the definition of:t. This completes the proof. 

NOle: If the vocabulary of !E is finite or denumerable, then Zorn's lemma 
(and the axiom of choice) can be avoided in the usual way by enumerating 
the formulae in F 2" 

Let !E be any formal language. A finitary closure operation C on F If 
which possesses the following six properties is called a logical closure for 
!E: For any X £; F:£, any A, a, y, and 0 E FIf , and any s and IE T!L': 

LI. A E C(X) iff IE C(x"A). 
L2. a E C(X) iff a" a, E C(X). 
L3. If Y E X, then y(l) E C(X). 
L4. If 0 E X, then o(eo) E C(X). 
L5. For any atom B and any variable x which does not occur free in B 

within the scope of an e-symbol, if s = I E X and B; E X, then B~ E C(X). 
L6. For any Herms EXA and eyB, if 'iz(A; <-+ B;) E X, then (exA = eyB) 

E C(X). 

For example, by Theorems 1.6 and 1.8, the finitary semantic closure, C" is 
a logical closure. 

THEOREM 1.I J (The Satisfiability Theorem). LeI C be a logical closure jar a 

language !E. For an)' X £; F:£, if I ¢ C(X), then 111-Sal X,for some 111 '" !f. 

By Theorem l.l 0, if I ¢ C(X), then X is contained in some set Y which is 
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maximal under C. Also, if X £; Y, then 111-Sat Y implies ll1-Sat X. Con­
sequently, to prove Theorem l.ll, it will be sufficient to prove that: 

MaxcX implies m-Sal X, for some m '" 2. 

Throughout the following lemmas and definitions it is assumed that X 
is some fixed sel which is maximal under Ihe logical closure C. Thus, by 
Theorem 1.9, X is closed, i.e. C(X) = X. The following lemmas and defini­
tions will enable us to construct the required model. The basic idea of this 
proof is in the spirit of Henkin's proof of the completeness of the predicate 
calculus (cf. Henkin [1949]), since the notion of a maximal set under C is a 
generalization of his notion of a 'maximal consistent set'. Although the 
presence of the e-symbol has a complicating effect in some respects, in other 
respects this symbol simplifies the proof since the availability of e-terms 
makes it unnecessary to adjoin new constant symbols to the language !E, as 
is done by Henkin. 

Some of the techniques used here are adaptations of methods used by 
Hermes [1965] in his proof of the completeness of his Tel'mlogik mit Aus­
·wah/operator. The proof given here is an improvement on Hermes' result, 
however, since by its abstract nature our proof does not depend on a 
particular set of logical axioms and rules of inference. Furthermore, Hermes' 
result holds only for languages with a denumerable set of symbols, whereas 
our result holds for languages of arbitrary infinite cardinality. 

LEMMA I. 

(i) AEX iff IA¢X; 
(ii) A --> B E X iff A ¢ X or B EX; 

(iii) A vB E X iff A E X or B EX; 
(iv) A 1\ B E X iff A E X and B E X; 
(v) A <-+ BE X iff (A E X iff BE X); 

(vi) jxA E X iff A(t) E X,for some IE Tz ; 
(vii) 'ixA E X iff A(t) E X,for all I E Tz ; 

(viii) if A(exIA) E X, then 'ixA EX; 
(ix) (I = I) E X,for alit E T:£. 

Proof 
(i): A E X iff IE C(X"A) by LJ, 

iff IA ¢X by MaxcX. 
(ii): A --> B of X iff I(A --> B) E X by (i), 

iff A E X and I B E X by L2, 
iff A E X and B ¢ X by (i). 

(iii): The proof is similar to that of (ii). 
(iv): The proof follows immediately by L2. 



26 SYNTAX AND SEMANTICS CH. I 

(v): The proof is immediate by the definition of <->, using (ii) and (iv). 
(vi): Assume 3xA E X. By L4, A(exA) E X. Hence there exists a IET!/!, such 
that A(I) E X. Conversely, assume A(I) E X, for some IET!i" By (i), i A(I) ¢ X. 
Consequently, by (the eontrapositive of) L3, i3xA ¢ X. Hence, by (i) again, 
3xA E X. 
(vii): The proof is similar to that of (vi). 
(viii): If A(exiA) E X, then by (i), iA(exiA) ¢ X. Consequently, by (the 
contrapositive of) L4, ilixA ¢ X. Hence by (i), lixA EX. 
(ix): Let 10 be the term eXi(i(x = x) <-> i(X = x». By (v) we have 
i(to = 10) <-> i(lo = 10) E X. Thus, by (viii) and the definition of 10 , 

lix(i(x = x)<-> i(x = X»EX. So, by L6, (exi(x = x) = eXi(x = X))EX. 
Again by (viii), lix(x = x) E X. Consequently, by (vii), for any IE Tz , 
(t = I) E X. 

We now define a binary relation,...., on T:J: as follows: for any s, I, E Tff , 

S ~ I iff (s = I) E X. 

LEMMA 2. The relation ~ is an equivalence relation on Tz . 

Proof (i): That ~ is reflexive follows from Lemma I(ix). 
(ii): The symmetry of ~ is proved as follows. Assume s ~ I. Thus (s = I) E X. 
Let B be the quasi-formula (x = s). Thus B; EX, by Lemma 1(ix). Hence, 
by LS, B; E X, i.e. (t = s) E X. Therefore, t ~ s. 
(iii): To prove that ~ is transitive, assume I' ~ sand s ~ I. Thus (s = I) EX, 
and if B is the quasi-formula (I' = x), then B; E X. Thus, by LS, B; E X, 
i:e. (I' = I) E X, and so I' ~ I. 

LEMMA 3. If g' and P' are n-place function and predicale symbols, respec­
tively, of 2, and SI "-' Ii for each i = 1, .. " n, then 
(i) g"S! .. , 811 "-' gntl ··· till 

(ii) rs, ... s, E X iff P'I, ... t, EX. 

Proof (i): For each i = I, ... , n, let Ai be the quasi-formula 

(gIlSI'" SIl = g"11 ... 'i-lXSi+l'" s,J 
Thus Al ;1 is the formula 

(g"SI ... S/I = gl181 ... s,J 
Consequently, by Lemma I(ix), A, ;, E X, and by LS, A, ;, E X. However, 
for each i = 1, ... , li, Ai ~ and Ai+ I :/+ I are the same formula. Therefore, by 
n applications of L5, we obtain An:', E X, i.e. (gnsl ... sl! = gilt! ... tn) E X, 
and so g1l,S'l •. . .'in ,..... glltl ... t/l' 

(ii): The proof is similar to that of (i) except that we let Ai be the quasi­
formula PI! .,. I j _ 1XS j + 1 ... sn' 
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We now let III denote the equivalence class of any term I, and let M 
denote the set of equivalence classes on Tz . The following definition is due 
to Hermes [196S]. 

For any subset N of M, we say N is represenlable if there exists a quasi­
formula A of !I! and a variable x, such that for all t E T!/!, III E N iff A; E X. 
In this case we say <A,x) is a representalive of N. Clearly, if <A,x) represents 
N, then no variable other than x occurs free in A, and therefore 8xA is a term. 

LEMMA 4. If<A,x) and <B,y) are both represenlatives of N, then exA ~ eyB. 

Proof. Let z be any variable not appearing (either free or bound) in A or B. 
Let AI be A: and BI be B:. Thus for any term I, A I : is A;, and Bf : is B~. 
Consequently <A',z) and <B',z) are representatives of N. Let to be the term 
eZi(A' <-> B'). Since <A',z) and <B',z) represent N, then Itol EN iff 
AI :0 E X and Itol EN iff BI:O EX. Thus A' :0 E X iff B':o E X, and by 
Lemma l(v), A' ~o ... B' ;0 E X. By Lemma I(viii) and our choice of to, this 
implies that liz(A' .... B') E X. Consequently, by L6, (exA = eyB) E X, and 
exA ~ eyB. 

LEMMA S. If <A,x) is a represenlative of a non-emply set N, Ihen lexAI EN. 

Proof Since N is non-empty and <A,x) represents N, then there exists a 
term I such that A(I) E X. Thus by Lemma I(vi), 3xA E X, and by L4, 
A(exA) E X. Hence lexAI EN. 

The model Wl for the set X that we need in order to prove Theorem I.ll is 
now defined in the following way. 
I. The universe ofWl is the set M above, i.e. the set of equivalence classes on 
T!i' under the equivalence relation ~. 
2. The function IT is defined as follows: 

(i) For any individual symbol a, IT(a) = Ia!-
(ii) For any g' in the vocabulary of !I! and any 11,1, ... , 11,,1 in M, 

IT(g')(II,I, ... , It,l) = Ig'l, ... t,,!. By Lemma 3, this definition is 
independent of the choice of the t i' 

(iii) For any P' in the vocabulary of !I! and any 11,1, ... , It,l in M, 
IT(r)(lt,I, ... , It,l) = I iff P'I, ... t, E X. Again by Lemma 3, this 
definition is independent of the choice of the Ii' 

3. The choice function <lJ is defined as follows for any N £; M. 
Case I: If N is representable, <lJ(N) = lexAI, where <A,x) is one of its 

representatives. By Lemma 4, this definition is independent of the 
choice of representative. 

Case 2: If N is not representable, (and hence N 'f 0, since the null set is 
represented by < i (x = x),x», then <lJ(N) is an arbitrary member 
of N. 
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By Lemma 5, if N '" 0, then !P(N) EN. Thus under this definition !P is a 
choice function on M. 

Undcr these definitions of M, II, and!P, the triple <M,II,!P), which we shall 
denote by 9Jl, is a model for the vocabulary of ff'. Furthermore, since its 

universe, M, is T ,,/ -, then M ~ 'f". Therefore the cardinality of the model 
9Jl is less than or equal to the cardinality of the language ff' (see page 16). 
All that remains to prove is that 9Jl Sat X. 

Lct 0 be any 9Jl-assignment and ~ any replacement operator for the 
language ff'. Since for any x E dom~, ~(x) E T", then 1~(x)1 is defined for 
x E dom~. Let V be any subset of the set of variables, VI'. We write 0 '" ~ 

y 

to denote that V 5; dom ~ and for all x E V, O(x) = 1~(x)l. 

LEMMA 6. Let A be any well-formed expression of ff'. If e is any 9Jl-assign­
men! and!: is any replacement operator such that 0 ~ L, then: 

V(A) 

(i) 9JlO(A) = IA~I, if A is a quasi-term; 
(ii) 9JlO(A) = I iff A~ E X, if A is a quasi-formula. 

Proof The proof is by induction on the length of A. 

OJ. A is a variable x: 9JlO(x) = O(x) = 1~(x)1 = Ix~l; 
A is an individual symbol a: 9JlO(a) = II(a) = lal = la~l. 

02. A is of the form g't, ... t,: Since for each i = I, ... , n, Vet J 5; veAl, 
then 0 '" ~. Therefore, by the induction hypothesis, 9JlO(t,) = It,~I. Now, 

Y(tj) 

9JW(g't, ... t,) = II(g')(9JlO(t ,), ... ,9JlO(t,», 
= II(g')(lll~I, ... , 1I,~I)by induction hypothesis, 
= Ig'[IIJ~ ... [t,J~1 by the definition of II, 
= l[g'I, ... I,J~I· 

03. A is of Ihe form P"11 ••• t,: 
9JlO(P't, ... I,) = I iff II(P")(9JlO(I,), ... , 9JlO(I,ll = I, 

iff II(p')(lt,~I, ... , It,~I) = I by induction 
hypothesis, 

iff P'[t,J~ ... [t,J~ E X by thc definition of II, 
iff [P"t, ... t,J~ E X. 

G4. A is of the form (s = t): 
9JlO(s = t) = I iff 9JlO(s) = 9JlO(t) 

iff Is~1 = It~ I by induction hypothesis, 
iff (s ~ = t~) E X by the definition of -, 
iff [(s = I)J~ E X. 

G5. A is the formula I: 9J1O(f) = 0, and by MaxcX, 1 if X. Consequently, 
9J1O(f) = I iff I~ E X, since both sides of this equivalence are false. 
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G6. A is of the form I B, (B -+ C), (B v C), or (B /\ C): The proof follows 
immediately by Lemma I (i)-(iv). 

07-G8. A is of Ihe form 3xB, \lxB, exB: Let ~' be the x-suppression of ~ 
(see p. 14). Let N = {W9JlO;'(B) = I}. Since 0 '" ~, then for any lET" 

V(A) 

Of" '" ~';. We first prove that (I) for all t E T If' III EN iff [B~'J; EX. 
V(B) 

For any t E T", III EN iff 9JlO~I(B) = I by definition of N, 
iff [BJ~'; E X by induction hypothesis, 
iff [B~'J; E X Theorem I.2(ii) (p. 14). 

Consequently <B~',x) is a representative of N, as required. 

Case I. A is of the form 3xB: 
9JlO(3xB) = I iff N '" 0 

iff there exists atE T", such that [B~'J; EX, by (I), 
iff 3x[BJ~' E X by Lemma I(vi), 
iff [3xBJ ~ E X by Theorem I.2(iii) (p. 14). 

Case 2. A is of the form \lxB: 
9JlO(\lxB) = I iff N = M, 

iff for all t E T"" [B~'J;' E X, by (1), 
iff \lx[BJ~' E X by Lemma I(vii), 
iff [\lxBJ~ E X by Theorem I.2(iii). 

Case 3. A is of the form exB: 
9JlO( exB) = !P( N) 

= leX[BJ~'1 by definition of!P, since <B~',x) represents N, 
= [exBJ~1 by Theorem L2(iii). 

This completes the proof of Lemma 6. 

Using Lemma 6, we now prove that for any A E F g, 9Jl(A) = I iff A E X. 
Take any 9Jl-assignment 0 and any replacement operator ~. Since A 
is a formula, then VeAl = 0, and therefore 0 "'~. Thus by Lemma 6, 

V(A) 

9JlO(A) = I iff A ~ E X. But A ~ is A itself, and 9Jl8(A) = 9Jl(A). Therefore, 
9Jl(A) = I iff A E X. Consequently, 9J1 Sal X. This completes the proof of 
Theorem Lll. 

THEOREM 1.12 (The Compactness Theorem). If X is a sel of formulae of 
some language ff' such thaI every finile subsel of X is satisfiable, then X is 

m-salisfiable, for some m ~ .fl. 
Proof By Theorems 1.6 and 1.8, C, is a logical closure for ff'. By Theorem 1.7, 
if every finite subset of X is satisfiable, then 1 if C,(X). The theorem, therefore, 
follows from Theorem 1.11. 
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THEOREM 1.13 (Uiwenheim-Skolem Theorem). If X is any satisfiable set of 

formulae of some language 2", then X is 111-satisfiable, for some 111 ~ !E. 
Proof If X is satisfiable, then every finite subset of X is satisfiable. The result 
then follows from Theorem 1.12. 

We can strengthen the statements of Theorems 1.12 and I.I3 by observing 
that no condition is imposed on the language 2" except that X is a set of its 
formulae. Thus we may consider 2" to be the language whose vocabulary 
consists of just those function symbols and predicate symbols which appear 

in the members of X. In this case, !l! ~ max {Ko,X), and we can state the 
conclusions of Theorems 1.12 and I.I3 as 'X is tn-satisfiable, for some 
111 ~ max {Ko,X)'. 

Consequently, using the abstract notion of a logical closure, we have 
managed to prove the Compactness Theorem for a formal language 2" with­
out becoming involved in a particular deductive structure for that language, 
i.e. without choosing some particular set of logical axioms and rules of 
inference and [hen first proving the Completeness Theorem. Another advant­
age of this abstract approach is that when we do impose a particular deduc­
tive structure on the language 2", by specifying certain axioms and rules of 
inference, we can then prove the completeness of this formal system merely 
by showing that its deductive closure is a logical closure. 

There are other ways of proving the Compactness Theorem without first 
proving the Completeness Theorem. One such method involves the use of 
ultraproducts (cf. Frayne, Morel, and Scott [1962J). 

EXERCISES 

I. Prove that if X ~ A, then there exists a finite Y ~ X such that Y ~ A. 

2. Use the Compactness Theorem to prove that a partial ordering R on a set 
S can be extended to a total ordering on that set. (Hint: Let f/" be the 
vocabulary consisting of the 2-place predicate symbol < and constant 
symbols for each member of the set S. Let X be the set of formulae of 
2"(1/") consisting of the axioms for a total ordering (cf. page 86, SI-S3) 
and all formulae of the form Ca < cp where elf. and cp are constant symbols 
which correspond to members of S which are in the relation R. Prove that 
every finite subset of X is satisfiable.) 

4.1 Logical closures 

We now use Theorem 1.1 I to prove a few general results about logical 
closures. 

THEOREM 1.I4. Let C be any logical closure on 2". For any A E Fz and any 
X ~ F z, if X ~ A then A E C(X). 
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Proof Assume X F A. Then the set X v {I A) is unsatisfiable. Consequently 
by Theorem 1.11, IE C(X,IA). By Ll, this implies A E C(X). 

COROLLARY. For any X~ F:t: and any AEF:!" AEC,(X) if and only if 
X~ A. 

Proof If A E C,lX), then X ~ A by the definition of C,. If X ~ A, then A E C,(X) 
by Theorem 1.14. 

It is reasonable to ask the following question. Are there any logical 
closures for Ie which do not coincide with Cs , and if so, what are they? 

The first half of this question can be answered easily. Suppose that Xo is 
any fixed set of formulae in the language 2". If we define C by 

(1) C(X) ~ C,(X v Xo), for any X ~ F", 

then it is easy to prove that C is a logical closure. (The details of this proof 
are left as an exercise. The only slightly difficult part is verifying that C 
satisfies property C2.) If the formulae in Xo are not all logically valid, then 
C does not coincide with C,. 

The interesting fact is that every logical closure for the language 2" has 
the form (I), as we shall prove in the following theorem. 

THEOREM 1.15. IfC is a logical closure for 2", thenfor every X ~ F!L' 

C(X) ~ C,(X v C(0)). 

We first prove two lemmas. 

LEMMA I. IfC is a logical closure/or 2", and a is a conjllnctiveformula of 2", 
then for any X s; F II'! 

C(X,a) ~ C(X,a"Ci2)' 

Proof Since" E C(X,a), then by L2, a"a2 E C(X,a). Also X ~ C(X,a). 
Hence X v {a,,(2) ~ C(X,a). Thus, by C2 and C3 C(X,a"a2) ~ C(X,a). 
Conversely, since a"a2 E C(X,a"a2), then by L2, a E C(X,a"a2). Thus 
X v {a) ~ C(X,a"a2), and C(X,a) ~ C(X,a"Ci2)' 

LEM M A 2. For any logical closure C for 2", any X ~ F z, and allY A, B E F!L': 
(i) if BE C(X,A), then A -> BE C(X); 

(ii) if A E X and A -> BE C(X), then BE C(X). 

Proof (i): Since BE C(X,A), then IE C(X,A, I B), and by Lemma I, 
IE C(X, I (A -> B)). Hence A -> BE C(X). 
(ii): Since A -> BE C(X), then IE C(X, I(A -. B)), and by Lemma I, 
IE C(X,A, IB). But since A E X, then IE C(X,IB), and it follows that 
BE C(X). 
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To prove Theorem U5, we want to show that for any X s;:; F!/:, 

C(X) = C,(X u C(0)). 

First take any A E C(X). By C4, there exists a finite subset Y of X such that 
A E C(Y).lf A" A2, ... ,A, are the members of Y, A E C(A" A2, . .. , A,,), 
and by n applications of Lemma 2(i), 

A, -> ... --> A" -> A E C(0). 
By Lemma 2(ii) 

A2 -> ... -> A, -> A E C,(X u C(0)), 

and by repeated applications of this lemma, we obtain A E C,(X u C(0)). 
Conversely, take any A E C,(X U C(0)). Thus Xu C(0) F A and by Theorem 
I.l4 A E C(X u C(0)). But X s;:; C(X) and C(0) s;:; C(X), so that it follows that 
C(X u C(0)) s;:; C(X). Therefore, A E C(X). This completes the proof of the 
theorem. 

COROLLAR Y. Let C be any/unction/rom the power set 0/ Fy into itself. Then 
C is a logical c/osure for :t? if and only if/or every X s;:; F:f 

C(X) = C,(X u C(0)). 

5 Alternative interpretations of the e-symbol 

In §3.3 we formulated the semantics of a language :t? by interpreting the 
e-symbol as a choice function <I> for a universe M, such that <I> assigns to 
the empty set some arbitrary but fixed member of M. We shall now discuss 
the general problem of finding a suitable interpretation for the e-symbol 
and the particular solutions to this problem which appear in the literature. 

Since Hilbert introduced the e-symbol merely as a formal syntactic device 
to facilitate proof-theoretic investigations of the predicate calculus and of 
mathematical theories, such as arithmetic, which are based on the predicate 
calculus, the status of the e-symbol is somewhat different from that of the 
other logical primitives. Although the basic methodology of Hilbert's 
formalist programme is to treat all symbols as meaningless, there is little 
doubt as to the intended interpretation of the symbols -, --"', &, v, ,...", E, 
and (). On the other hand, it is by no means clear what interpretation is 
intended for the e-symbol, or whether, in fact, any interpretation is intended. 
Hilbert's informal remarks about this symbol amount to little more than 
'exA is some object of the domain of individuals, such that if anything 
satisfies the formula A, then cxA does' ([1939], page 12). Hilbert's main 
concern is with the formal system which is obtained when the e-symbol and 
the c-formula, 

A(a) -> A(exA), 
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are adjoined to the predicate calculus, and the rule of substitution is extended 
to allow for the replacement of free variables by c-terms. The significance of 
his e-Theorems is that a given deduction in the predicate calculus can be 
converted, using the e-calculus, into another deduction of a certain special 
form in the predicate calculus. Consequently, the question of an interpreta­
tion, or even an intended interpretation, of the e-symbol is unimportant both 
to his methods and to his results. The intended interpretation of the other 
logical symbols is unimportant only with respect to his methods. 

Although Hilbert provides us with no precise semantic interpretation of 
the e-symbol, his formal system does suggest certain properties which any 
interpretation must satisfy. First of all, the e-formula and its deductive 
equivalent 

3xA -> A(exA) 

must be valid under this interpretation. Secondly, the interpretation must 
assign a value to every term of the form exA, even when the formula A is not 
satisfiable. This second requirement follows from the fact that Hilbert's 
system includes a rule for the replacement of free variables by arbitrary 
<-terms. A third requirement would be that the 'second e-axiom schema' 

(e 2 ) Itx(A ... B) -> (exA = exB) 

should be valid under this interpretation. Although formulae of this form are 
not taken as axioms in Hilbert's system, schema (e 2 ) is a standard axiom 
schema in formalizations of set theory which incorporate the a-symbo!. We 
shall say that an interpretation of the e-symbol is 'suitable' if it satisfies these 
three conditions. 

The idea of using choice functions as an interpretation of this symbol was 
first investigated by Asser [1957] following a suggestion by Schroter. His 
investigations deal with three types of choice function. The first type is the 
one which we have used in §3.3. This interprctation is suitable in view of our 
results in that section. 

Even if one agrees to interpret the <-symbol in terms of a choice function, 
there are various ways of interpreting a 'null term'-that is, an e-term 8xA, 
where A is unsatisfiable. Clearly, the interpretation of such a term depends 
on the entity, if any, which the choice function assigns to the null set. The 
choice function we have used (Asser's first type) assigns to the null set some 
arbitrary, but fixed member of the universe M. Two alternative definitions 
have been proposed: (i) Asser's second type of choice function, where <I> is 
undefined on the null set; (ii) the choice function employed by Hermes [1965] 
where <1) assigns the same value to the null set as it does to the universe, i.e. 

(I) <I>(0) = "'(M). 
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Hennes' definition seems to have been prompted by the way Hilbert and 
Bernays initially define the e-symbol in terms of the 'I-symbol. The ~-symbol 
is formally introduced by means of the following 'I-rule ([1939], page 10). 

'If a formula jxA is an axiom or is derivable, then ryxA can be introduced as 
a term, and the formula A(nxA) can be taken as an initial formula', i.e. from 
jxA, one can infer A(1IXA). 

Obviously, the 'I-symbol represents the 'indefinite article' in the same way that 
Russell's I-symbol represents the 'definite article'. The e-symbol is then 
defined as follows (p. II): 

(2) exA =Dr 'lX(3y[Al~-+A). 

From this definition it follows by the n-rule and the predicate calculus that 
any formula of the form 

jxA -+ A(exA) 

is derivable. Furthermore, although nxA is a term only if 3xA is derivable, 
any expression of the form exA is a term. Hilbert and Bernays then dispense 
with the II-symbol, and instead take the e-symbol as a primitive and introduce 
the e-formula as an axiom. 

Although this method of introducing the e-symbol is only a heuristic 
device, Asser (p. 65) and presumably Hennes see in it an indication of 
Hilbert's intended interpretation of a null term. For, suppose there is no x 
for which A holds, then the formula jy[Al~ -+ A is true for all x. Consequently, 
using a choice function interpretation for both 'I and e, it would follow from 
definition (2) that this choice function must assign the same value to the null 
set as it does to the universe. 

If we define a model using Hermes' notion of a choice function, our results 
still hold subject to the following modifications. 

In the definition of a logical closure the following additional condition is 
required: 

L7. (ex(x = x) = eXI(x = x» E C(X). 

In the proof of theorem l.ll it is necessary to show that the function <D as 
defined on page 27 satisfies Hermes' condition 

<D(0) = <D(M). 

This follows immediately from L7 and the fact that «x = x),x) represents 
M and < I(x = x),x) represents 0. It is not difficult to show that C, (under 
our new definition of a model) satisfies L7. Hence the Compactness Theorem 
still holds. 
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The second type of choice function which Asser considers is that which is 
undefined on the null set. It is clear from his results that this concept of choice 
function is better suited as an interpretation of the 'I-symbol than of the 
e-symbol, since no value is assigned to a null term and thus our second require­
ment for a 'suitable' interpretation fails. 

Asser points out that the e-calculus of Hilbert and Bernays is not complete 
under his first interpretation of the e-symbol. In an attempt to find an in­
terpretation under which their e-calculus is complete, Asser defines a third 
type of choice function, which is a very complicated modification of the first. 

'Wir werden nun zeigen, daJl es tatsachlich m6glich ist, den Begriff der 
Auswahlfunktion so zu fassen, daJl die zugeh6rige Interpretation dem 
formalen Ansatz von Hilbert ada quat ist. Allerdings ist dieser Begriff von 
Auswahlfunktion so komplizicrt, daJl sich seine Verwendung in der in­
haltlichen Mathematik kaum empfiehlt.' I 

Later (p. 65) Asser remarks that in view of the complexity of this third 
type of choicc function, it is unlikely that this was Hilbert's intended in­
terpretation of the e-symbol. 

We have chosen to interpret the e-symbol in terms of Asser's first type of 
choice function for three reasons: (i) this interpretation is intuitively natural 
and simple to define (as opposed to Asser's third interpretation); (ii) this 
interpretation satisfies the three requirements we have given for a 'suitable' 
interpretation; (iii) under this interpretation the e-calculus which is used in 
formalizing set theory (cf. Ackermann [1937--8J and Bourbaki [1954J) is 
complete. Although Hermes' interpretation is also 'suitable', we have not 
used it because it then becomes necessary to adjoin a new axiom, such as 

8X(X = x) = eXI(x = x), 

to the axioms of the e-calculus in order to maintain completeness. There 
does not, in general, seem to be any good reason why such an axiom should 
be available in the e-calculus. 

However, it would be a mistake to state dogmatically that.olle particular 
interpretation of the 8-symbol is correct and all others are incorrect. One of 
the advantages of this symbol is its flexibility and indeterminacy. It is always 
possible, and often advantageous, to adjoin additional 8-axioms to a system, 
thereby making the designations of the e-terms more definite. For example, 
Hilbert and Bernays have shown (pages 85-87) that by taking the formula 
(schema) 

(1) A(i) -+ 8xA '" t' 

, Asser (1957), p. 59. 
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as an axiom schema of arithmetic, the principle of mathematical induction 
can be derived. (The symbol' denotes the arithmetic successor function.) In 
this formalization of arithmetic, the e-symbol can be interpreted as a least 
number operator, although this is not the only possible interpretation, since 
(I) still allows the e-symbol a certain amount of indeterminacy. If (I) is 
replaced by the stronger axiom schema 

(2) A(t) -> exA,:; I, 

then the e-symbol is uniquely characterized as a least number operator (cf. 
Tait [1965]). We shall return to these applications of the e-symbol to arith­

metic in Chapter IV, §3.2. 

6 Languages without identity 
Although this book deals only with languages whose logical constants in­

clude the identity symbol =, it is easy to modify the definitions and proofs 
so that our main results also hold for languages without an identity symbol. 

In the definition of a logical closure for a language without identity we 
replace conditions L5 and L6 by the following: 

L8. If 'v'Z(Al ~I H- A2 ;2) E X and B~X1Al EX, then B:X2Az E C(X), where B is 
any atom and y any variable which does not have a free occurrence in B 
within the scope of an e-symbol. 

Theorem I.JI still holds for languages without identity. In the proof a 
more complicated definition of the equivalence relation ~ is required. 
Observe that for any term s, one of the following conditions must hold: (i) 
s is an individual symbol, (Ii) s is an e-term, (iii) s is of the form gs, ... s" 
where n > O. The definition of s ~ I is by induction on the length of s as 

follows. 
Case I. s is an individual symbol a: Then s ~ t iff t is the same individual 

symbol. 
Case 2. s is of the form exA: Then s ~ I iff t is of the form eyB and for all 

l' E T!E, A: E X iff B; EX. 
Case 3. s is of Ihe form gs, . , . s,: Then s ~ I iff I is of the form gt, ... I, 
and Sj /'V t i, for each i = 1, ... ,11. 

Lemma I, that ~ is an equivalence relation, follows easily from the defini­
tion of ~. Lemma 2 follows by L8, and Lemma 3 is immediate from the 
definitions. The rest of the proof of Theorem 1.11 goes through unchanged. 

CHAPTER II 

FORMAL SYSTEMS 

1.1 Finitary reasoning 

In Chapter I we formalized the intuitive notion of logical consequence by 
using the non-constructive techniques of set theory to define the semantic 
consequence relation F. Although this approach has a certain abstract 
mathematical appeal, it is important, particularly in proving the consistency 
of mathematical theories, to find a more concrete definition of logical 
consequence. For this reason we now turn to the notion of deducibility in a 
formal system. 

A formal system may be regarded as an array of uninterpreted symbols 
together with rules for manipulating these symbols. Consequently, in dealing 
with formal systems we can use a much weaker metatheory than that which 
was used in dealing with models. Throughout the present chapter and suc­
ceeding chapters nearly all our meta theoretic arguments will fall within the 
domain of what Hilbert calls finitary reasoning (das finite Schliepen). Hilbert 
defines this type of reasoning as follows: (Hilbert and Bernays [1934], page 
32, translation by Kneebone [1963] page 205): 

'We shall always use the word "finitary" to indicate that the discussion 
assertion, or definition in question is kept within the bounds of thorough: 
going producibility of objects and thorough-going practicability of processes, 
and may accordingly be carried out within the domain of concrete inspection.' 

In other words our discussions will deal with concrete objects such as terms, 
formulae, and finite sequences of formulae. In order to prove that a certain 
concrete object exists we must exhibit that object or at least describe a 
procedure for finding or constructing such an object. For example a proof of 
a meta linguistic statement of the form 'for all x, there exists a y such that ... ' 
is a finitary proof if it enables olle to construct an appropriate y for any 
given x. 

Throughout this chapter we shall use the basic facts about the natural 
numbers and in particular the principle of mathematical induction. When we 
do so our metatheory remains finitary, since a natural number may be 
regarded as a sequence of vertical strokes and if we have proved by induction 
that every natural number has a certain property, then for any givenllumber 
n, the inductive proof provides a method for showing in a finite number of 
steps that 11 has that property. (See Hilbert and Bernays [1934].) 
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We shall continue to use the language of set theory as part of our meta­
language. Thus, for example, we will speak of 'sets' of formulae. This use of 
set theoretic tcrminology is only a matter of convenience, and nearly all 
references to sets could be eliminated. 

The only theorems of this chapter which are not proved by finitary tech­
niques are Theorems 11.1 and 11.11 which deal with the completeness of 
formal systems. In these two cases a finitary proof is impossible since the 
very notion of completeness depends on the non-finitary notion of semantic 
consequence. Similarly, Exercise 3 at the end of §2, which deals with the 
soundness of the e-calculus, cannot be proved by finitary reasoning. 

1.2 General definitions 

In general, we may say that aformal system 9" for a vocabulary OY consists 
of certain concrete objects called deductions, or more precisely deductions of 
A from X, where A is a formula of 2'(1/') and Xis a set offormulae of 2'(OY). 
For the formal systems which we are about to consider, the deductions of A 
from X are certain finite sequences of formulae whose last member is A. 
However, in Chapter V we deal with a formal system whose deductions are 
sequences of sequences of formulae. Although particular formal systems can 
be set up in a variety of different ways, the one important feature which is 
shared by every formal system is the existence of an effective procedure for 
determining whether or not a given array of formulae is a deduction of A 
from X in that system. 

If there exists a deduction of A from X in 9", then A is said to be deducible 
from X in 9" and we denote this by writing X f-:F A. Thus the statement ex­
pressed by the notation X f-:F A is an existential statement in the metalanguage, 
and a finitary proof of such a statement must provide a procedure for con­
structing a deduction of A from X. A deduction of A from 0 in 9" is called a 
proof of A in 9". If there exists a proof of A in 9", then A is said to be a 
theorem of 9". A formal system 9" for OY is consistent if I is not a theorem of 
9", sound if X f-:F A implies X F A, and complete if X F A implies X f-:F A, for 
every X ~ F!i'('I') and every A E F!i'(1)' (This definition of completeness applies 
only to formal systems which incorporate the e-symbo!. For a formal system 
:!i', such as the predicate calculus, where the e-symbol may not be used in a 
deduction, we say that 9" is complete if X F A implies X f-" A for every 
e-free formula A of 2'(1/') and every set X of e-free formulae of 2'(OY).) 

If 9" is a formal system for 1/', we define the deductive closure C for 9" as 
follows. For any set X of formulae in 2'(OY) 

C(X)= {A:Xf- ... A). 

The following theorem, which depends on the Satisfiability Theorem, pro­
vides a useful method for proving the completeness of a formal system. 
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THEOREM 11.1. For any vocabulary1/' alld any formal system 9" for 1'-, if the 
deductive closure C for 9" is a logical closure for 2'(1/'), then 9" is complete. 

Proof (non-finitary). Suppose XF A, where X ~ F",('I') and A EF",(,). Then 
by Theorem 1.14, A E C(X). Hence X f-" A, and 9" is complete. 

1.3 Axioms and rules of inference 

Let OY be any vocabulary. A particular formal system 9" for ,,//' is often 
defined by specifying certain formulae of 2'(1/') as axioms and by prescribing 
c~rtam rules of inference, i.e., rules which determine effectively whether a 
gIven formula of 2'(OY) 'follows from' other given formulae of 2'("//'). The 
formal concept of a deduction in 9" is defined in the obvious way. For any 
set X of formulae of 2'(OY) and any formula A of 2'(1/'), a deduction of 
A from X in 9" is a sequence (A " ... , A,) offormulae of 2'( ,,//') such that A 
is A and for each i = 1, ... , n, Ai is an axiom, or Ai is a member of X, or A: 
follows by some rule of inference from some preceding members of the 
sequence. 

In order that 9" be effectively defined it is necessary to give an effective 
definition of the axioms of 9". Since in most cases we wish to specify infinitely 
many formulae as axioms, it is impossible to list all the axioms. However, 
we can specify a finite number of forms and then say that every axiom must 
be of one of these forms. The forms themselves are called axiom schemata. 
For example, we may say that any formula which has the form 

is an axiom. Then the metalinguistic expression 'A -+ B -+ A' is an axiom 
schema. Any formula which has this form is called an installce of the axiom 
schema. 

We shall now use the above approach to define a formal system called 
the e-calculus for ,,//'. 

2 The e-calculus for ,,//' 

Let 1/' be any vocabulary. The e-calculus for 1/', which we shall denote by 
e(OY), is defined as follows. 

The axioms of e(OY) are all formulae of 2'(1/') which are instances of the 
following axiom schemata: 

PI A -+ B .... A 
P2 (A .... B -+ C) -+ (A .... B) .... A -+ C 
P3 (iA .... iB) .... (B -+ A) 
P4 (A .... f) .... iA 

M.L.-4 
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P5 (A"B) -> A PS ,(AvB)-> ,A 

P6 (A" B) -> B P9 ,(AvB)-> ,B 

P7 A -> B -> (A" B) PIO ,A-> ,B-> ,(AvB) 

QI \lxA -> ,3x,A Q3 ,3xA -> ,A(f) 

Q2 ,lixA -> 3x,A Q4 3xA -> A(exA) 

El x) AX (s = t 1\ As -+ I 
E3 f = t 

E2 \lz(A; <-+ B;) -> cxA = eyB 

Restriction: In axiom schema El, A is an atom and x any variable which 
does not have a free occurrence in A within the scope of an e-symbol. 

In particular, any instance of axiom schemata Pi-PIO is a propositional 
axiom, any instance of QI-Q4 is a quantificationa~ axiom, and an.Y Instance 
of EI-E3 is an equality axiom. Furthermore, an 1I1stancc of PI IS called a 
PI-axiom, an instance of P2 a P2-Qxiom, etc. 

There is one rule of inference for e(r). A formula B follows by modus 
ponens from A and C if and only if C is of the form A -> B. ThiS rule can be 

expressed schematically as follows. 
A, A -> B 

nlOdus pone1ls: ~~B--

The deductions in the e-calculus for 1/' are now defined in the usual w~y. 
For any set X of formulae of £'(1/') and any formula A of £'(1/') a deductIOn 
{g of A from X in c(1/') is any finite sequence <A" ... , A,> of formulae. of 
£'(1/') such that A" is A and for each i = 1, ... , n at least one of the followmg 

conditions holds: 

(i) Ai is an axiom of e(1/'), 
(ii) A· is a member of X, 

(iii) A: follows by modus ponens from Aj and A" for somej, k < i. 

If A. is a member of X, then Ai is called an assumption of {g, and if Ai satisfies 
condition (i) but not conditions (ii) or (iii), then Ai is said to be used as an 
axiom in £2. In other words a formula in £g is used as an aXIOm If Its presence 

in {g can be justified only by (i). 

If there exists a deduction of A from X in e(r), we say that A is deducible 
from X in e(1") and denote this fact by writing X b,t,,) A. To sllnphfy the 
notation we write X, B" ... , BII t- £('1') A instead of X u {BI' .. , , Bn} I- r(T'") A 
and b «"1 A instead of 0 b ,("~I A. 

Since iF is an arbitrary vocabulary, the above definition of the formal 
system 8('r) determines a whole class of formal systems, one for each vocab-
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ulary i/'. Throughout this chapter we shall let r be a fixed, but arbitrary 
vocabulary, and we shall often speak of 'the e-calculus' instead of 'the 
e-calculus for 1/" and write X b, A, instead of X b,tn A. Furthermore, when 
it is understood that we are referring to deductions in the e-calculus (for r) 
we shall write simply X b A. 

Recall that a proof in a formal system g; is a deduction from the empty 
set, and that A is a theorem of g; if there exists a proof of A. We now give 
an example of a proof in e(r). 

THEOREM II,2. For any formula A of £'(r), theformula A -> A is a fheorem 
ofeW)· 

Proof The following sequence of formulae constitutes a proof of A -> A. 

(1) A -> (A -> A) -> A PI-axiom 
(2) (A -> (A -> A) -> A) -> (A -> A -> A) -> A -> A P2-axiom 
(3) (A -> A -> A) -> A -> A modus ponens from (1) and (2) 
(4) A -> A -> A PI-axiom 
(5) A -> A modus ponens from (4) and (3) 

THEOREM II.3. Lef X and Y be any sefs offormulae of £'(r) and A,B" ... , 
B, any formulae of £'(r). Then: . 

(i) If A is an axiom of e(1/') or a member of X, then X b A. 
(ii) ffY, B" . .. , B" b A, andX b Bi for each i = 1, ... ,11, fhen Xv Y b A. 

(iii) If X s; Y alld X b A, fhen Y b A. 
(iv) If X b A, then there exiSfs ajinite subsef X' of X such fhat X' b A. 

Proof Parts (i), (iii), and (iv) follow immediately from the definition of a 
deduction. To prove part (ii) it is sufficient to consider the case where n = 1, 
since the general case then follows by induction. Let <A" .. . , Am> be a 
deduction of B, from X and let <C" ... , C"> be a deduction of A from 
Y v {B,}. Then the sequence <AI> ... , A""C" ... , C"> is a deduction of A 
from Xv Y. 

EXERCISES 

1. Using only Theorem II.3, prove that the deductive closure C for e(1/') is 
a finitary closure operation on the set of formulae of £'( r). 

2. Prove that every propositional axiom of e(r) is a tautology. 

3. Prove that e(r) is sound, i.e., for any set X of formulae of £'(1/') and any 
formula A of £'(1/') prove that X b,t'f') A implies X F A. 

3 Derived rules of inference 

In general, it is very impractical to prove that there exists a deduction of A 
from X by actually displaying the appropriate sequence of formulae (as we 
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did in proving Theorem 11.2). It is far more convenient to have at our disposal 
certain basic rules which assert that a deduction of A from X can be formed 
from certain known deductions. Such rules are called derived rules of inference. 
For example, Theorem I1.3(ii) asserts a useful rule of this type. The following 
theorem provides two rather obvious derived rules of inference. 

THEOREM II.4. Let X and Y be any sets offonnulae. Then: 
(i) -+-elimination rule: If X I- A -+ B, then X, A I- B. 

(ii) MP rule: If Y I- B 1 -+ ... -+ B" -+ A, and X I- B, for each i = I, ... , n, 
then Xv YI- A. 

Proof (i) Let (A" .. . , A,,) be a deduction of A -+ B from X. Then the 
sequence (A" .. . , A"A,B) is a deduction of B from X v {A}, since B 
follows by modus ponens from A and A". 
(ii) Since Y I- B j -+ ... -+ B" -+ A, then Y, B" ... , B" I- A by n applica­
tions of the -+-elimination rule. Hence X v Y I- A by Theorem Il.3(ii). 

In the next section we shall prove the converse of part (i). Although this 
result is commonly called the Deduction Theorem, we shall refer to it as the 
~~introduction rule in order to emphasize its role as a derived rule of 
inference. 

3.1 The -+-introduction rule (Deduction Theorem) 

In mathematics one commonly proves a statement of the form 'if A, then 
B' by taking A as an assumption and deducing B from A. The following 
theorem can be regarded as a formal justification of this method. 

THEOREM II.S (The -+-introduction rule). If X, A I- B, then X I- A -+ B. 

Proof Let (A" ... , A") be a deduction of B from X v {A}. We shall prove 
by induction that for each i, X I- A -+ Ai' thus proving X I- A -+ B, since 
A" is B. 

Case 1. A, is an axiom or a member of X: Hence 
X I- A, Theorem II.3(i) 

I- A, -+ A -+ A, PI-axiom 
XI-A-+A, MP 

Case 2. A, is the formula A: 
I- A -+ A, Theorem 11.2 

X I- A -+ A, Theorem 1I.3(iii). 

Case 3. A, follows /rom A j and A, by modus ponens, where j, k < i: Then Ak 
is the fo~muIa A j -). A j. Hence 

§3.1 THE -+-jNTRODUCTION RULE (DEDUCTION THEOREM) 

XI- A -+ Aj -+ A, induction hypothesis 
X I- A -+ A j induction hypothesis 

I-(A -+ Aj -+ A,) -+ (A -+ A;) -+A -+A, 
P2-axiom 

XI-A-+A, MP 
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COROLLAR Y (The syllogism rule). If X I- A j -+ A2 , X I- Az -+ A" ... , and 
Xl- An - 1 --+ Am then XI- At -+ All' 

Proof It is sufficient to prove the rule for the case where n = 3, since the 
general case then follows by induction on n. 
Assume I- Aj -+ A z and X I- A z -+ A,. Then 

X,Ajl- Az 
X, Aj I- A, 

XI-A,-+A, 

3.2 Some theorems of the e-calculus 

--+-elimination 
MP 
--+-introduction 

Our derived rules of inference can now be used to show that formulae of 
certain standard forms are theorems of the e-calculus. 

THEOREM 11.6. For any formulae A and B: 

(i) I- iA -+ A -+ B. 
(ii) I- iiA -+ A, 

(iii) I- A -+ iiA. 

Proof 
(i) I- iA -+ iB -+ iA 

I- (iB -+ iA) -+ (A -+ B) 
I- iA -+ A -+ B 

PI-axiom 
P3-axiom 
syllogism 

(ii) I- iiA -+ iA -+ iiiA part (i) 
I- (iA -+ iiiA) -+ (iiA -+ A) P3-axiom 
I- iiA -+ iiA -+ A syllogism 

iiA I- A -+-elimination (twice) 
l-iiA -+ A -+-introduction 

(iii) l-iiiA -+ iA 
l-(iiiA -+ iA)-+(A-+ iiA) 
I-A-+iiA 

THEOR EM II.7 (Contrapositive rules). 
(i) If X I- iA -+ iB, thell X I- B -> A. 

(ii) If X I- i A -+ B, then X I- i B -+ A. 
(iii) If X I- A -+ iB, then X I- B -+ iA. 
(iv) If XI- A -+ B, thell XI- iB -+ iA. 

part (ii) 
P3-axiom 
MP 
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Proof Usc axiom schema P3, Theorem n.6(ii), (iii), the MP rule, and the 
syllogism rule. 

THEOREM n.8. For any conjunctive formula a: 
(i) 1-" -> "1' 

(ii) 1-" -> "2, 
(iii) I- (;(t -4 0:2 -J. 0:. 

Proof If" is of the form A /\ B or I(A v B), then (i), (ii), and (iii) follow by 
the propositional axioms P5, P6, and P7, or PS, P9, and PIO respectively. 
Suppose a is of the form I (A -> B). 

(i) I- IA -> A -> B Theorem 1I.6(i) 
I- I (A -> B) -> A contrapositive 

(ii) I-B->A->B PI-axiom 
I- I(A -> B) -> IB contrapositive 

(iii) A,A->BI-B by modus ponens 
A I- (A --> B) --> B -4-introduction 
A I- IB --> I(A --> B) contra positive 

I- A --> IB...., I(A --> B) -+-introduction 

THEOREM II.9 (The I-rules). 
(i) X I- I A iff X, A I- I, 

(ii) X I- A iff X, I A I- I. 

Proof 
(i) Assume X I- I A 

I- IA --> A --> I 
XI-A-->I 

X, A I- I 

Assume X, A I- I 
XI-A-->I 

I- (A --> I) --> IA 
XI-,A 

Theorem II.6(i) 
MP 
-4-elimination 

-+-introduction 
P4-axiom 
MP 

(ii) X I- A iff X I- II A Theorem II.6(ii), (iii) and MP 
iff X, IA I- I part (i) 

4 Completeness of the e-calculus 

So far everything which we have proved about the e-calculus for l' depends 
only on the facts that formulae of the form Pi-PIO are axioms and that 
modus ponens is the one and only rule of inference. We shall now make use 
of the quantificational axioms. 
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THEOREM 11.10. For any universalfol'mula y, any term t, and any e:ristential 
formula 0: 
(i) I- y --> yet), 

(ii) I- 0 --> o(eo). 

Proof If y is of the form 13xA, then y --> yet) is a Q3-axiom, and if i5 is of 
the form 3xA, then 0 -> o(eo) is a Q4-axiom. Suppose y is \lxA and 0 is 
l\lxA. 

(i) I- \lxA --> 13xIA QI-axiom 
Q3-axiom 
Theorem II.6(ii) 
syllogism 

I- 13xIA --> IIA(t) 
I- IIA(t) --> A(t) 
I- VxA --> A(t) 

(ii) I- IVxA --> 3xIA Q2-axiom 
I- 3xIA ...., IA(exIA) Q4-axiom 
I- IVxA --> IA(exIA) syllogism 

THEOR EM II.II (The Completeness Theorem). For any vocabulary j/ the 
e-calculus for j/ is complete. 

Proof (non-constructive). By Theorem Il.l, in order to prove that B(f/) is 
complete it is sufficient to prove that its deductive closure C is a logical 
closure operation. That Cis a finitary closure operation follows from Theorem 
11.3. The 'logical' properties Ll, L2, L3, and L4 follow from Theorems II.9, 
II.S, II. lOCi), and II.IO(ii), respectively, using the MP rule. Properties L5 and 
L6 follow easily from the equality axioms EI and E2. 

Notice that our proof of the Completeness Theorem does not make usc of 
the fact that formulae of the form 

E3 t = t 

are regarded as axioms of the e-calculus. Although axioms of this form are 
superfluous in the e-calculus, it is convenient to include them since they are 
needed in proving that the E2-axioms, i.e., formulae of the form 

E2 Vz(A; +-> B;) --> exA = eyB 

can be eliminated from proofs of e-free formulae. 

EXERCISE 

Prove constructively that if X I- A, then there exists a deduction of A 
from X in which no formula of the form f = t is used as an axiom. (See 
the proof of Lemma I (ix), page 26.) 

5 The Tautology Theorem 

Our proof of the Completeness Theorem is a good example of a non­
constructive existence proof, since we prove that there exists a deduction of A 
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from X without actually describing how such a deduction can be formed. 
We now give a completely constructive proof of a much weaker complete­
ness result-namely, that if A is a tautological consequence of B I , • •• , Bn, 

then there exists a deduction of A from {BI' ... , B,,}. 
We first establish some additional derived rules of inference. 

THEOREM 11.12. Let X be any set offormulae, a any conjunctive formula, and P 
allY disjunctive formula. Then: 

(i) Contradiction rule: if I is a member of X or if there exists some formula 
A such that both A and I A are members of X, then X I- I. 

(ii) II-rule: if X, A 1-/, then X, IIA 1-/. 
(iii) a-rule: if X, ai' a2 1-/, then X, aI-I. 
(iv) p-rule: if X, PI I- I and X, p, I- I, then X, P I- I. 

Proof 
(i) If I is a member of X, then X I- I by Theorem II.3(i). Suppose A and 

iA are members of X. Since A I- A, then A, IA 1-1 by the I-rule. Hence 
X I- I by Theorem II.3(iii). 

(ii) Assume X, A I- I 

(iii) 

X I- iA I-rule (i) 
X, ilA I- I I-rule (ii) 

Assume X, 0: 1• 0:2 r f 
ex 1- 0: 1 

0: f- C(2 

X, a 1-1 

Theorem I l.8(i) and .... -elimination 
Theorem Il.8(ii) and .... -elimination 
Theorem 1I.3(ii) 

(iv) Assume X, PI I- I and X, p, I- I, where PI and P2 are the disjunctive 
components of some disjunctive formula p. By the duality principle (page 
16) the contrary of P is a conjunctive formula" such that "1 and PI are 
contradictory and (Xl and f32 arc contradictory. Hence 

XI-"I I-rule 
X I- a, I-rule 

I- "1 .... "2 .... " Theorem 1I.8(iii) 
XI-a MP 

X, P I- I I-rule 

A finite set of formulae {AI" .. , A,,} is said to be truthjimctionally invalid 
ifforevery truth assignment </1 for Al /\ ... /\A" there exists an A, such that 
Iji(A,) = 0. 

THEOREM 1I.l3. If the set {AI,"" A,,} is truth jimetionally invalid, then 

AI"'" A" 1-/. 
Proof Let m bc the sum of the lengths of the A ,. The proof is by induction 
on m. 
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Case 1. Each of the A i is either a molecule or the negation 0/ a molecule: We 
shall prove that since {A I' ... , A,,} is truth functionally invalid, then either 
(i) some A, is the formula I, or (ii) some A, is the negation of some Aj • It 
then follows that AI"", A" 1-1 by the contradiction rule. Suppose neither 
(i) nor (ii) holds. We can then define a truth assignment </1 for Al /\ ... /\ A" 
as follows. For each A" if A, is a molecule let V/(A,) = I, and if A, is the 
negation of a molecule B, let </1(B,) = 0. It then follows that for each i, 
I/i(A,) = I, which contradicts the assumption that {AI"'" A,,} is truth 
functionally invalid. 
Case 2. At least one of the Aj is neither a rna/eeule nor the negation oj a 
molecule: We may assume that such a formula is A j. Then one of the following 
three cases must hold. • 
Case 2a. Al is of the form ilB: In this case {B,A" ... , A,,} must be truth 
functionally invalid since for any </1, if lji(iiB) = 0, then I/i(B) = O. By the 
induction hypothesis B, A 2 , ••• , A" I- I, and therefore liB, A" ... , A" I- I 
by the ii-rule. 
Case 2b. At is a conjunctiveJormula a: In this case {a 1,<X2,A 2 •... , All} must 
be truth functionally invalid since for any </1, if Iji(a) = 0, then Iji(a l ) = 0 
orl/i(",) = 0. By the induction hypothesis ai' a" A 2 , ••• , A" 1-/, and there­
fore a, A" ... , A" I- I by the a-rule. 
Case 2c. Aj is a disjunctive formula p: In this case both {PI,A 2 , • •. , A,,} and 
{P"A 2 , ••• , A,,} are truth functionally invalid since for any </1, if Iji(P) = 0, 
then I/i(PI) = ° and I/i(P,) = O. Hence p, A" ... , A" I- I by the induction 
hypothesis and the p-rnle. 

Notice that the above theorem holds for any formal system which satisfies 
the four rules that make up Theorem 11.12. 

THEOREM II.I4 (The Tautology Theorem). Every tautology is a theorem of 
the e-calculus. 

Proof Let A be a tautology. Then {IA} is truth functionally invalid and by 
Theorem II.13, IA 1-/. Hence I-A by the I-rule. 

COROLLARY. 
(i) If A is a tautological consequence of B

" 
... , B", then BI , ... , B" I- A. 

(ii) The tautology rule: if A is a tautological consequence ~r B j , ••• , B" and 
XI- B j , ••• , XI- B", then XI- A. 

Proof Part (i) follows by the Tautology Theorem and the .... -elimination 
rule, and part (ii) by the Tautology Theorem and the MP rule. 

6 The consistency of the B-calculus 

Recall that a formal system ff is consistent if I is not a theorem of ff. 
Since I is not a valid formula, the soundness of the c-calculus (cf. Exercise 3, 
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page 41) implies its consistency. However this consistency proof is somewhat 
unsatisfactory since it involves the non-finitary notion of validity. For this 
reason, we shall now give a completely finitary proof of the consistency of 
the e-calculus. 

THEOREM 11.15. For any vocabulary 'Of/', the e-calculus for 1/' is consistent. 

Proof For any quasi-formula A of 2(1/'), we define the formula g(A) as 
follows by induction on the length of A. 

(i) If A is of the form PI" ... t" then g(A) is P, where P is now regarded 
as a O-place predicate symbol. 

(ii) If A is of the form s = t, then g(A) is if. 
(iii) If A is "the formula f, then g(A) is f. 
(iv) If A is of the form iB, or B. C, where. is 1\, v, or ->, then g(A) 

is ig(B), or g(B). g(C), respectively. 
(v) If A is of the form 3xB or VxB, then g(A) is g(B). 

In other words, g(A) is obtained from A by first erasing all the quasi-terms in 
A and all occurrences of thc symbols Vx and 3x, and then replacing each 
occurrence of = by if. It is easy to see that if A is an axiom ofe(1/'), then 
g(A) is a tautology, and if g(A) and g(A -> B) are tautologies, then g(B) is a 
tautology. Consequently, if A is a theorem of the e-calculus for 1/', then g(A) 
is a tautolology. Since g(l) is not a tautology, then f is not a theorem, and 
therefore e(1/') is consistent. 

7.1 Some derived rules for operating with quantifiers 
Theorem 11.10 states that all formulae of the following forms are theorems 

of the e-calculus: (i) VxA ..... A(t), (ii) i3xA ..... iA(t), (iii) iVxA ..... 
iA(exiA), and (iv) 3xA ..... A(exA). These results provide the following 
derived rules of inference for the introduction and elimination of quantifiers. 

THEOREM 1I.16. LeI X be any set offormulae. Then: 
(i) V-elimination rule: if X I- VxA, Ihen X I- A(I)for any term t. 

(ii) 3-introduction rule: if there exisls a lerm t such thaI X I- A(I), then 
XI-3xA. 

(iii) V-introduction rule: if X I- A(exiA), then X I- VxA. 
(iv) 3-elimination rule: if X I- 3xA, Ihen X I- A(exA). 

The proof follows immediately by Theorem 11.10 and the tautology rule. 

Oftcn the specified 8-terms in the V-introduction rule and the 3-elimination 
rule are rather complicated expressions. For example, if we know that 
X I- 3x3yPxy and wc then inake two applications of the 3-elimination rule 
we obtain the following complicated result 

X I- Pex3yPxyeyPex3yPxyy. 
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In order to avoid such complicated expressions it is convenient to use 
metalinguistic symbols, such as the letters sand t, to denote certain specified 
e-ternlS. For example, we can prove I- 3xVyPxy ..... Vy3xPxy as follows. Let X 
be the set {3xVypxy). Then 

XI- 3xVyPxy 
XI- VyPsy 
X I- Pst 
XI- 3xPxt 
XI- Vy3xPxy 

Theorem Il.3(i) 
3-elimination, s is exVyPxy 
V-elimination, I is eyi3xPxy 
3-introduction 

I- 3xVyPxy ..... Vy3xPxy 
V-introduction 
-+~introduction 

EXERCISE 

Prove 1-3x3yPxy ..... 3y3xPxy by using the letters s and I to denote the 
appropriate 8-terms. 

An alternative way of avoiding complicated 8-terms is by employing the fol­
lowing rules of inference in which individual symbols are used in effect as ab­
breviations for arbitrary Herms. 

THEOREM II.17. LeI X be any set of formulae, B any formula, A any quasi­
formula which contains no free variable other than x, and a any individual 
symbol which does nOI appeal' in A, B, or any member of X. Then: 
(i) Substitution rule: if X I- A:, Ihen X I- A~,Jol' any IeI'm I. 
(ii) Generalization rule: if X I- A:, Ihen X I- VxA. 

(iii) 3-rule: if I- A: ..... B, Ihen X I- 3xA ..... B. 
(iv) V-rule: if X I- B -+ A~, Ihen X I- B ..... VxA. 

Proof 
(i) Let (AI' ... ,A,) be a deduction of A: from X. For each i = 1, ... , 11, 

let A( be the formula obtained from Ai by replacing each occurrence of a 
in Ai by the term t. Since a does not occur in A and since An is A~, then 
An' is A~. It is easy to see that the sequence (AI', . .. ,An') constitutes a 
deduction of Af from X. For, if Ai is an axiom, then A/ is an axiom of the 
same form, if Ai is a member of X, then Ai is Ai' and if Ai follows by 
modus ponens from A j and A" then A( follows by that rule from A/and 
Ak'· 

(ii) Assume X I- A~. Then X I- A(exiA) by part (i). Hence X I- VxA by 
the V-introduction rule. 
(iii) Assume X I- A: ..... B. Since a does not appear in B, the proof of 
part (i) yields X I- A(exA) ..... B. Therefore X I- 3xA ..... B by the syllogism rule 
and the Q4-axiom 3xA ..... A(8XA). 
(iv) The proof of (iv) is similar to that of (iii). 
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The proof of the above theorem depends on the crucial fact that when an 
individual symbol a is replaced by some term t in an axiom, the resulting 
formula is an axiom of the same form. The converse assertion is not in 
general true-that is, replacing a term I by an individual symbol a in an 
axiom does not necessarily yield another axiom of the same form. For 
example, the term I may be one of thc specified e-terms in a Q4-axiom or an 
E2-axiom, or it may contain the specified terms in a Q3- or Q4-axiom. The 
fact that the converse does not hold provides one of the major difficulties 
in proving the eliminability of the e-symbol (Hilbert's Second 8-Theorem) as 
we shall see in the next chapter. 

In view of these remarks we can now explain the motivation behind the 
restrictions which we imposed on the EI-axioms. Rccall that a formula is an 
EI-axiom ifit is of the form 

(s = t 1\ A;) ~ A~, 

provided that A is an atom and x is a variable which does not have a free 
occurrence in A within the scope of an 8-symbol. This second restriction 
guarantees that if any 8-term is replaced by some other term t in an EI-axiom, 
the resulting formula is still an EI-axiom. Consequently in our proof of the 
Second e-Theorem, the EI-axioms present no difficulties. (The reason for 
restricting A to an atom will be seen in Chapter V.) 

In spite of these restrictions on the El-axioms, the desired results concern­
ing the identity symbol are deducible in thc 8-calculus. In particular, we shall 
prove presently that any formula of the form 

(s = t 1\ A;) -> A; 

is a theorem of the e-calculus. 
We now use Theorem Il.I 7 to establish another useful derived rule of 

inference. 

THEOREM Il.IS (Thc distribution rule). Let X be any set offormulae, A and 
B any quasi-formulae, and a any individual symbol not appearing in A, B, 
or any memher of X. If X I- A~ <-> B~, then 

(i) X I- \lxA <-> \lyB, 
(ii) X I- 3xA <-> 3yB, 

(iii) X I- 8xA = 8yB. 

Proof. (i) Assume X I- A: <-> B~. Then 
X f- A:' --+ B~ tautology rule 
X I- \lxA -> A: Theorem II.10(i) 
X I- \lxA -> B; syllogism rule 
X I- \lxA -> \lyB \I-rule. 

Similarly, X I- \lyB -> \lxA. Hence X I- \lxA <-> \lyB by the tautology rule. 
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(ii) The proof of (ii) is similar to that of (i). 
(iii) Assume X I- A~ <-> B;. Let z be any variable which is free for x in A and 
free for y in B Since [AX]' is AX and [BY]' is BY then X I- [AX]' <-> [BY]' . z a a z a a. z a z a' 

Hence X I- \lz(A; <-> B;) by the generalization rule, and X I- BxA = 8yB by 
axiom schema E2 and the MP rule. 

7.2 Substitution instances and universal closures 

Let A be any quasi-formula and let x" ... ,x" be the free variables in A. 
For any terms '1" .. ,In the formula A~:::: .~~ is called a substitution in­
stance of A, and the formula \Ix, ... \lx"A is called a universal c/osure of A. 
Thus A has nl universal closures-one for each ordering of the variables in 
A. (If A has no free variables, then A is regarded as a substitution instance and 
a universal closure of itself.) For any X, we write X I- \Ie A] to denote that 
every universal closure of A is deducible from X. 

THEOREM 11.19. Let X be any set of formulae and A any quasi-/ormula. Then: 
(i) If B is a universal c/osure of A and X I- B, then every substitution instance 

of A is deducible Fom x. 
(ii) If every substitution instance of A is deducible from X, thell X I- \Ie A]. 

Proof The proof of (i) follows by repeated application of the \I-elimination 
rule and the proof of (ii) by repeated application of the \I-introduction rule. 

Theorem 11.1 9(ii) has the following very useful application. Suppose we 
want to prove I- \I[A] for any quasi-formula A of a certain given form. If 
every substitution instance of A is also of this form, then by the above 
theorem it is sufficient to prove that every formula of this form is a theorem. 
In other words we may assume that A is a formula and simply prove I-A. We 
shall use this technique in proving the following theorem. 

THEOREM 11.20. Let Band C be any quasi-/ormulae, X any variable, alld y any 
variable which is free for x in B alld does not occur free ill either B or C. Let 
Q dellote either \I or 3. Theil: 

(i) I- \I[QxB <-> Qy[B];] and I- \I[BxB = 8y[B]~]; 
(ii) I- \Ie I QxB <-> Q' x, B], where Q' is 3 if Q is \I alld Q' is \I if Q is 3; 

(iii) I- \I[(QxB v C) <-> Qy(B~ v C)]; 
(iv) I- \I[(C v QxB) <-> Qy(C v B~)]. 

Proof In each of the four parts of this theorem we want to prove that if A 
is a quasi-formula of a certain form, then I- \I[A]. Since in each case every 
substitution instance of A is a formula of the same form as that of A, then by 
the above remark we may assume that A is a formula and simply prove I-A. 
(i) Let a be any individual symbol not appearing in B. Since y is free for 
x in B, but not free in B, then [B~]: is B~. Hence I- B~ <-> [B;]: by the Tauto­
logy Theorem. The desired results now follow by the distribution rule. 
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(ii) If Q is V, then IQxB +-+ Q'xiB is a tautological consequence of the 
Q-axioms VxB --> i3xiB and iVxB --> 3xiB. Suppose Q is 3. Let a be 
any individual symbol not appearing in B. Then 

t-B~<f-I.I!B~ 
I- 3xB +-+ 3xIIB 
I- iVxiB +-+ 3xiiB 
I- i3xB+-+VxiB 

Tautology Theorem 
distribution rule 
part (ii), where Q is V 
tautology rule 

(iii) We shall give a proof for the case where Q is V. The other case can be 
proved similarly. The proof hinges on the fact that for any term t, [B~ v C]i 
is B~ v C. Let t be the term eYi(B~ v C) and nhe term exiB. 

I- Vy(B~vC) --> B;vC ) 
I- VxB --> B~ Theorem II.lO(i) 

I- B: --> VxB ) Theorem II.IO(ii) and 
I- B~ v C --> Vy(B~ v C) the contra positive rule 
I- (VxB v C) +-+ Vy(B~ v C) tautology rule 

(iv) The proof is similar to that of (iii). 

7.3 The equivalence rule 

In this section we establish a derived rule of inference, the equivalence rule, 
which asserts in effect that within a given formula any expression may be 
replaced by an equivalent expression. Before giving a precise statement of 
this rule we first introduce the following unifying notation. Suppose E, and 
E2 are any two quasi-terms or any two quasi-formulae. The notation El == E2 
is used to denote the quasi-formula E, = E2 if E, and E2 are both quasi­
terms, and the quasi-formula E, +-+ E2 , if they are both quasi-formulae. 

THEOREM Il.21 (The equivalence rule). Let X be any set offormulae, E and E' 
any two quaJ'i~ferms or any fWD quasi-formulae, and A any formula or term 
containing some specified occurrence of E. Let A' be the expression obtained 
from A by replacing lhis specified occurrence of E by E'. If A' is a term or 
formula and if X I- VEE == E'J, Ihen X I- A == A'. 

Proof The proof is by induction on the length of A. (We may assume without 
loss of generality that X is a finite set.) 
Case 1. The specified occurrence of E in A is A itself: Then A' is E' and 
X I- A == A' by the hypothesis. 

We now assume that Case 1 does not apply. Consequently onc of the 
following cases must apply. 
Case 2. A is ofthe/orm PSt ... sn where P is an n-placeJuncfion or predicate 
symbol: Then the specified occurrence of E in A must be contained within 
some Sj. Hence A' is of the form PSI' .. Si-IS/Si+ 1 ••. SIJ' and X t- 8 1 = s/ by 
the induction hypothesis, Let B be the quasi-formula 

§7.3 THE EQUIVALENCE RULE 53 

PSI'" SII == PSI'" S/_lXSi+l ••. SfI" 

Then B:, is A '" A and B;,. is A == A'. We prove X I- B:,. as follows: 
X I- s, = s: induction hypothesis 

I- B:, E3-axiom or Tautology Theorem 
X I- (Si = S/ An:) -)0 B:

1
, El~axiom 

X I- B;,. tautology rule 

Case 3. A is of the form s = t: The proof is similar to that of Case 2. 
Case 4. A is of the form iB: Then A' is of the form IB', and X I- B +-+ B' by 
the induction hypothesis. Hence X I- iB <-> iB' by the tautology rule. 
Case 5. A is of the form B /\ C, B v C, or B --> C: The proof is similar to that 
of Case 4. 
Case 6. A is of the form 3xB, VxB, or exB: Then A' is of the form 3xB', 
VxB', or cxB', respectively, where B' is obtained from B by replacing some 
occurrence of E in B by E'. Let a be some individual symbol not appearing in 
B, B', or any member of X. It is sufficient to prove X I- B: H- B' ~ since the 
desired result then follows by the distribution rule. If no free occurrence of x 
in B lies within the specified occurrence of E, then B~ contains this occurrence 
of E and B' ~ is obtained from B~ by replacing this occurrence by E'. Hence 
I-B~ +-+ B' :. by the induction hypothesis. On the other hand, suppose a free 
occurrence of x in B does lie within the specified occurrence of E in B. Then 
8' ~ is obtained from B~ by replacing an occurrence of E~ by E'~. Since 
X I- VEE '" E'], then X I- VEE:' == E';] by the V-elimination rule, and 
therefore by the induction hypothesis X f- B:' +-+ B' ~. 

THEOREM II.22. AllY formula of the form (s = t /\A~) --> A~ is a theorem 
of the e-calculus. 

Proof. Let 11 be the number of free occurrences of x in A. Then A; is obtained 
from A; by replacing 11 occurrences of s in A; by t. Since s = I I- s = t, then 
by 11 applications of the equivalence rule and the tautology rule we have 
s = I I- A; +-+ A~. (If 11 = 0, then A; +-+ A~ is a tautology.) Consequently, 
I- s = t --> (A; +-+ A~) by the -->-introduction rule, and I- (s = t /\ A;) --> A~ 
by the tautology rule. 

7.4 Rule of relabelling bound variables 

Let A be any formula. If some well-formed part of A of the form exB, 3xB, 
or VxB is replaced by ey[B]~, 3y[B]~, or Vy[B]~, respectively, where y is not 
free in B and is free for x in B, then the resulting formula is said to be ob­
tained from A by an admissible relabelling of a boulld variable. A formula A' 
is said to be a variant of A if there exists a sequence A l' ... , An of formulae 
such that A, is A, A" is A' and for each i = 2, ... ,11, A, is obtained from 
A '-1 by an admissible relabelling of a bound variable. 



54 FORMAL SYSTEMS CH.n 

THEOREM n.23 If A' is a variant of A, then 1-A <-> A'. 

Proof Clearly, it is sufficient to prove the theorem for the case where A' is 
obtained from A by a single admissible relabelling of a bound variable. 
In this case 1- A <-> A' by the equivalence rule, since by Theorem Il.20(i) 
1-V[exB = ey[BJ;J, 1-V[3xB <-> 3y[BJ;J, and !-V[VxB <-> Vy[BJ;J, if y is free 
for x in B and not free in B. 

COR OLLAR Y (The rule of relabelling bound variables). If X!- A and A' is a 
variant of A, then X 1- A'. 

8 Prenex formulae 

Aprenexformula A is a formula of the form Q,x, ... Q,x,B where n ~ 0, 
each Qi is either 3 or V, the Xi are all distinct variables, and B is an elementary 
quasi-formula. (Recall that a quasi-formula is elementary if the symbols V, 3, 
and e do not occur in it.) The expression Q,x, ... Q,x, is called the prefix of 
A and the quasi-formula B is called the matrix of A. Since our definition of a 
prenex formula includes the possibility that the prefix is empty, it follows that 
any elementary formula A is a prenex formula, and in this case the matrix of 
A is A itself. 

THEOREM II.24. For any e-free formula A, there exists a prenex formula A' 
such that 1-A <-> A'. 

Proof We first convert A into a formula A, which contains no occurrences 
of the symbols 1\ or ->. This can be done by replacing those quasi-formulae 
in A of the form B 1\ C by i(iBv iC) and those of the form B -> C by 
iB v C. Since 1-V[(B 1\ C) <-> i(iB v i C)J and 1-V[(B -> C) <-> (iB v C)J 
by the Tautology Theorem and Theorem !I.19(ii), then !-A <-> A, by repeated 
applications of the equivalence rule. We can now convert A, into a prenex 
formula A' by successively replacing those quasi-formulae in A, of the form 
iQxB by Q'XiB and those of the form QxBvC or CvQxB by 
Qy(B~v C) or Qy(Cv B;), respectively, where y is some variable which does 
not occur free in B or C and which is free for x in B. By Theorem II.20 and 
by repeated applications of the equivalence rule, we have 1-A, <-> A'. Hence 
1- A <-> A' by the tautology rule. 

EXERCISE 

Let A be the formula Vx3yPxy -> 3yVxPxy. Convert A into a prenex 
formula A' such that!-A <->A' and the prefix of A' is 3x,3x2VX3VX4' 

9 The addition of new function symbols 

We know by the V-elimination rule and the generalization rule that 

!- VyB iff X!- B~, 
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provided that a does not occur in B or in any member of X. The following 
theorem is an interesting and useful extension of this result. 

THEOREM Il.25. Let X be any set offormulae of 2(1"') and A any formula of 
2(1"') of the form 3x, ... 3x,VyB, where n;<; 0 and the variables x" ... , x", 
and y are all distinct. Let 1"', be the vocabulary obtained ji'om 1'" by adjoining 
a new n-place junction symbol g. Then 

X !-,(1') 3x, ... 3x"VyB iff X !-,(r,) 3x, ... 3x,,[B]ix, ... x,,' 

Proof To simplify the notation we shall write !- instead of !- ,(f) and 1-, in­
stead of !- ,(t·,). As a further notational simplification we shall prove the 
theorem for the case where n = I. However, the method of proof is completely 
general. 

First, assume X 1- 3xVyB. Since every formula of 2(1") is a formula of 
2(j/',) and every axiom of e(l"') is an axiom of e(l"',), then X 1-, 3xVyB. By 
the 3-elimination rule this yields X !-, Vy[BJ; where s is exVyB, and by the 
V-elimination rule we then get X t-l B; ~$' However, B: ~s is B~x~' Hence 
the 3-introduction rule yields X 1- 3x[BJ;x. 

Secondly, let (A" . .. ,A,) be a deduction of 3x[BJ;x from X in e(j/' ,). 
Let ey'iB' be a quasi-term obtained from eYIB by replacing each bound 
variable in ey i B by some variable which does not occur (either free or 
bound) in any of the Ai' For each i, let Ai be the formula obtained from Ai 
by replacing each quasi-term in Ai of the form gt, for some t, by the quasi­
term [ey' I B'J;. (Note that by our relabelling of the bound variables in 
eyiB, t is free for x in ey'iB'.) We can now prove by induction that for 
each i, X t- A/. For, if Ai is a member of X, then A/ is Ai' If Ai is an axiom 
of e(l'" ,), other than an EI-axiom, then Ai is an axiom of e("F). If Ai is an 
El-axiom, then Ai is a formula of 2(1"') of the same form and therefore a 
theorem of e(1") by virtue of Theorem !I.22. Finally, if Ai follows by modus 
ponens, then so also does A/. Since An' is the formula 3x[BJiY',B" we have 
X !- 3x[BJ;",B" The rule of relabelling bound variables now yields 
X !- 3x[BJ;,,", and the desired result X !- 3xVyB follows by applications 
of the 3-elimination rule, V-introduction, and 3-introduction rules. (Note: it 
is implicit in the statement of the theorem that gx is free for y in B. Hence 
eyiB is free for y in B, and therefore for any term s, [BJ:,," : is 
[BJ; ;,,[81:') 

THEOREM 1I.26. Let X be allY set of formulae of 2(1"), C any formula of 
2(1"'), and A any formula of 2(1"') of the form Vx, ... Vx,,3yB, where Il ~ 0 
and the variables Xl' ... , Xn and yare all distinct. Let j/' I be the vocabulary 
obtailled from 1"' by acijoining a new n-place function symbol g. Then 

X, VX 1 " . VX/j3yB t-tU') C iff X, VXl ... VXII[BJ~x! ... x" t-E(fd C. 
M.L.-5 
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Proof. Using the same notational simplifications as above, we want to prove 

X, IIx3yB r C iff X, IIx[BJ;x r, C. 
By Theorem II.25, we have 

X, IC r 3xllYIB iff X, IC r , 3XI[B];x' 

However, Theorem II.20(ii) and the equivalence rule yield 

I- 3xllYIB <-> IIIx3yB 

and r 3XI[B];x <-> IlIx[B];x' 

Hence, by the tautology rule 

X, IC I- IIIx3yB iff X, IC r, IlIx[B];.,. 

The desired result now follows by the -+-elimination, -+-introduction, and 
contra positive rules. 

Theorem II.26 provides a formal justification in terms of the e-calculus of 
a type of reasoning which is commonly used in mathem.atics. Suppose that 
we are trying to prove some statement C and in the course of the proof we 
prove a statement of the form 

(I) 'for all x, there exists a y such that B(x,y)' 

where B(x,y) asserts some relationship between x and y. It is often convenient 
to have, for each x, a way of denoting some y such that B(x,y). Since the 
notation must express the fact that y depends on x, we introduce a llew 
function symbol g and say 

(2) 'for all x, B(x,g(x»' 

thus using g(x) to denote an appropriate y. Theorem IL26 shows that if 
we can deduce C using statement (2), then we can deduce C directly 
from statement (1) without using the function g. Of course our justification 
of this line of reasoning makes use of the e-symbol and the logical 
power of the e-calculus, since in effect what we have done is to identify the 
expression g(x) with the quasi e-term eyB(x,y) and to use the fact that under 
this identification statements (I) and (2) are equivalent in the logic of the 
e-calculus. However, once we have proved the Second e-Theorem, it will 
follow that the above line of reasoning is justifiable even when one is using a 
more standard system of logic (i.e., the predicate calculus) which does not 
include the e-symbol. (See Chapter III, §4.1.) 

9.1 Skolem and Herbrand resolutions of prenex formulae 

A prenex formula is 3-prenex if the symbol II does not occur in its prefix 
and II-prenex if the symbol 3 does not occur in its prefix. In this section we 
shall assign to any prenex formula A a certain 3-prenex formula, denoted by 
All' and a certain II-prenex formula, denoted by As. The formula AH is 
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called the Herbrand resolution of A, and the formula As the Skolem resolution 
of A. Using Theorems 11.25 and II.26, we can establish close relationships 
bctween All and A and between As and A. 

Let 1/' be any vocabulary and A any prenex formula of 2'(1"). The Her­
brand resolulion, All' of A is defined as follows. If A is already 3-prenex, then 
All is A. Otherwise, A is of the form 3x, ... 3x"lIyB, where n ;;, O. Let 1/" 
be the vocabulary obtained by adjoining a new n-place function symbol g to 
··r. Let A' be the formula 3x 1 ••• 3x,,[B];x, ... x,,' If A' is 3-prenex, then All is 
A'. Otherwise, repeat the procedure by adding a new function symbol to 1'" 
and forming the prenex formula An. After a finite number of steps a 
3-prenex formula is obtained. This formula is AH • The new function symbols 
which are added to 1/' in forming All are called Herbrandfunclions. 

The Skolem resolution, As, of A is defined similarly. (Thus if A is of the 
form IIx, ... IIx,,3yB, then A' is the formula IIX, ... IIx,,[B];x, ... x".) The 
new function symbols which are added to 1'- is forming As are called Skolem 
functions. The process whereby A is converted to As is often referred to as 
symbolic resolulion of existential formulae. 

For example, suppose A is the prenex formula 

IIx I 3y l llx23y,B, 

where B is the matrix of A. Then the formula 

is the Herbrand resolution of A, where g, and g2 are used as Herbrand 
functions, and the formula 

is the Skolem resolution of A, where h, and h2 are used as Skolcm functions. 

THEOREM II.27. LeI A be an)' prenexformula of 2'(1/'), X any sel offormulae 
of 2'(1"), and 1"* Ihe vocabulary oblainedfrom 1/' by adjoining the Herbrand 
functions used in forming Au. Then X r ,WI A iff X r ,("-'1 All' 

Proof. The proof follows from Theorem II.25 by induction on the number 
of occurrences of II in the prefix of A. 

THEOREM II.28. Let A be any prenex formula of 2'(1/'), C any formula of 
2'(1/'), X any set of formulae of 2'(1"), and 1"* the vocabulary obtained from 
1" by adjoining the Skolem jimclions used in forming As. Then 

X, A r ,(fl C iff X, As I- ,(''OJ C. 

Proof. The proof follows from Theorem 11.26 by induction on the number of 
occurrences of 3 in the prefix of A. 
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EXERCISE 

Let A be any prenex formula of 2'(i/'). Prove (i) I- ,('CO) A -> Au, where 
,,//'* is as in Theorem II.27, and (ii) I-rCin) As ~ A, where ,,//'* is as in 
Theorem 11.28. Find a prenex formula A such that Au -> A is invalid 
and therefore not a theorem of o(1n). 

10 The elementary calculus 

Let 1/' be any vocabulary. We shall now define two formal systems for or, 
the elementary calculus and the elementary calculus without identity. The 
first of these will be denoted by EC('i/') and the second by EC'(j/'). Each 
may be regarded as a subsystem of e(1/'). 

Recall that a formula of 2'(1/') is elementary if it does not contain the 
symbols V, 3, or o. (Equivalently, a formula is elementary if it contains no 
variables.) The axioms of EC(j/') are the elementary formulae of 2'(j/') 
which are instances of axiom schemata PI-PIO, El, and E3. For any set X 
of formulae of 2'(j/') and any formula A of 2'(j/'), a deduction of A from 
X in EC(j/') is any sequence <Ai" .. , A,) of elementary formulae of 2'(j/') 
such that A, is A and for each i = I, ... ,n, Ai is an axiom of EC(i/'), or Ai 
is a member of X, or Ai follows by modus ponens from Aj and Ak for some 
j, k < i. In other words a sequence of formulae of 2'(i/') is a deduction in 
EC(i/') if and only if it is a deduction in e(i/') and each of its members is 
elementary. As usual, we write XI-EC(·Y) A to denote that there exists a deduction 
of A from Xin EC(j/'). Notice that if X I-;C(,') A, then A must be elementary. 
Since any deduction in EC(j/') is automatically a deduction in e(j/'), then 
X I-EC("C) A implies X I- '(") A. We shall see later that the converse is also true, 
i.e., XI- '(") A implies X I-£C(") A, provided that X is a set of elementary 
formulae and A is elementary (see page 64). 

The formal system EC'(i/') is defined in a similar way except that the 
axioms of EC'(j/') do not include instances of El and E3, and a deduction 
in EC'(j/') must be a sequence of elementary, identity-free formulae. 

Sincc, as usual, i/' is an arbitrary vocabulary, we shall write EC instead of 
EC(j/') and EC' instead of EC'(j/'). 

Many of the derived rules of inference which we have proved for the .-calculus 
also apply to the elementary calculus (without identity). In particular we can 
prove exactly as for the ,-calculus that the I-rule, contradiction rule, 
,,-rule, ,,-rule, and p-rule all hold in EC and EC' (assuming, of course, that 
the letters A, (I., and p which appear in the statcments of these rules now 
denote elementary (identity-free) formulae). Consequently, the proofs 
of Theorems II.I3 and II.I4 (the Tautology Theorem) can be used verbatim 
to prove the following theorem. 
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THEOREM 1l.29. For any elementary (identity-free)formula A, if A is a tauto­
logy, then A is a theorem of the elementary calculus (without identity). 

A theorem of the elementary calculus is not necessarily a tautology, since 
for example, a = a is a theorem but not a tautology. Nonetheless, we have 
the following very useful theorem. 

THEOREM II.30. Every identity-free theorem ofEC is a tautology. 

Proof For any formula B, we write h(B) to denote the formula which is 
obtained from B by replacing every occurrence in B of a quasi-formula of the 
form s = t by / if sand t arc not the same quasi-terms and by ,/ if they are 
the same. 

Now let <A i' ... , A,) be a proof in EC of some identity-free formula A. 
We shall prove by induction that for each Ai' h(A,) is a tautology, thus 
proving that h(A,), i.e. A, is a tautology. 
Case 1. A i is a propositional axiom: Then h(A ,) is also a propositional axiom 
and therefore a tautology by Exercise 2, page 41. 
Case 2. Ai is an E3-axiom: Then h(Ai) is '/ which is a tautology. 
Case 3. Ai is an El-axiom: Thus Ai has the form (s = tAB;) -> B;. If sand 
t are not the same terms, then h(A,) has the form (j A Ci ) -> C2 , which is a 
tautology. On the other hand, if sand t are the same terms, then h(A,) has 
the form ('/ A C) -> C, which is also a tautology. 
Case 4. Ai follows by modus ponens from A j and A" where j, k < i: Then 
h(A,) follows from h(A) and h(A,) by modus ponens. Hence by the induction 
hypothesis and Exercise 2, page 18, h(Ai) is a tautology. 

Theorems 11.29 and 11.30 together imply that for any identity-free formula 
A, A is a tautology iff I-EC A. Furthermore these theorems provide the interest­
ing, though perhaps not unexpected, information that any identity-free 
theorem of EC is a theorem ofEC'. In other words, in the elementary calculus 
the identity symbol and the equality axioms are superfluous in proving 
identity-free theorems. We shall return to the general problem of proving the 
eIiminabiIity of the identity symbol in Chapter III, page 83. 

11 The predicate calculus 

We now turn to the standard formalization of logic, the predicate calculus. 
For any vocabulary i/', the predicate calculus for i/", which we shall denote 
by PC(j/') will have as its deductions certain sequences of e-free formulae. 
We want to define the notion of a deduction in PC(i/') in such a way that all 
the derived rules of inference which hold for the e-calculus hold also for the 
predicate calculus, except of course those rules, such as the 3-elimination and 
V-introduction rules, in which certain e-terms are specified. Since the quanti-
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fier rules, such as the rule of generalization, 3-rule, and V-rule, depend on the 
axiom schema 

Q4 3xA -+ A(BXA) 

and since instances of this schema cannot be used in deductions in the 
predicate calculus, wc compensate for this deficiency by adopting the 3-rule 
as one of the basic rules of inference of the system. Formally, we state this 
rule as follows: 

A formula of the form 3xA -+ Bfolloll's by the 3-rule from a formula C, if 
and only if Cis of the form A; -+ B, where a docs not occur in A or B. 

The axioms of the predicate calculus for l' are the B-free instances of the 
axiom schemata PI-PIO, QI-Q3, EJ, and E3. Thus the axioms of PC(1') 
are simply the B-free axioms of B(1/"). 

In defining a deduction in PC(1/") we are faced with the following problem. 
Suppose we were to proceed in the usual fashion by defining a deduction of 
A from X as any sequence <AI' ... , A,) of B-free formulae of £'(1'), such 
that An is A and for each i, Ai is an axiom, or AJ is a member of X, or AJ 
follows by modus ponens or by the 3-rule. Unfortunately, under this defini­
tion the -+-introduction rule (Deduction Theorem) does not hold in its full 
generality (cf. Mendelson [1964], pp.60-6l). One standard way of over­
coming this deficiency is to stipulate that in each application of the 3-rule 
the specified symbol a must not occur in any member of X. However, this 
restriction is too strong, for although the -+-introduction rule now holds, 
we lose the MP rule as well as the simple rule which asserts that if X s;; Y 
and X I- A, then Y I- A. Consequently, we adopt the following modified 
restriction on the 3-rule. (Our definition of a deduction is due to Lyndon 
[1966]. For other suitable definitions as well as a full analysis of the problem 
see Montague and Henkin [1956].) 

First of all we define a 'derivation' in PC(1/"). For any finite set Y of 
formulae of £,(1/") and any formula A of £'(-{/") a derivation of A from Yin 
PC(1') is any sequence <AI' ... , A,) of B-free formulae of £'(1'), where A" 
is A and for each i = 1, ... , n at least one of the following conditions holds: 

(i) A, is an axiom of PC( 1/"), 
(ii) Ai is a member of Y, 

(iii) Ai follows by modus ponens from Aj and Ak for somcj, k < i, 
(iv) Ai follows by the 3-rule from some A j, wherej < i, provided that the 

specified individual symbol in A j does not occur in any member of Y. 
(Notice that this definition of a derivation corresponds to the second un­
successful definition of a deduction given above.) We now define a deduction 
of A from X in PC(1') as any derivation of A from some finite subset Y of X. 
As usual, if there exists a deduction of A from X in PC(1') we write 
X I-pC(;,) A, or simply X I-pc A or X I- A when there is no possibility of 
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ambiguity. Notice that by defining a deduction in this way we still have the 
rule which asserts that if X s;; Y and X I- A, then Y I- A. 

11.1 Derived rules of inference for the predicate calculus 

Some of the derived rules of inference, such as the MP rule, -+-elimination 
rule, and -+-introduction rule, which were so easy to verify for the ,-calculus, 
are more difficult to establish in the case of the predicate calculus. For 
example, the proof of the -+-elimination rule is complicated by the fact that 
if <Ai> ... , A,) is a derivation of A -+ B from X in PC, then the sequence 
<Ai>"" A",A,B) is not necessarily a derivation of B from X u {A} since 
an individual symbol occurring in A may be involved in an application of the 
3-rule. To overcome this difficulty we need the following theorem. 

THEOREM Ir.3!. If X and Yare anyfinite sets offormulae and g) is a derivation 
of A from X, then there exists a derivation g)' of A from X u Y. 

Proof. Let I be the (finite) collection of individual symbols which occur in 
the members of Y. We want to prove that there exists a derivation g)' of A 
from X in which no member of lis used in an application of the 3-rule, since 
then g)' is a derivation of A from Xu Y. The proof is by induction on the 
number m of members of I which are so used in g). If m = 0, then g) itself 
is the required derivation. Suppose m > O. Let a be some member of I which 
is involved in an application of the 3-rule in g) and let b be an individual 
symbol not in I and not occurring in any member of X or any member of g). 

Suppose g) is the sequence <AI" .. , A,,). Let g)' be the sequence <AI'"", 
A'n-l,A v ... , All), where each A/ is obtained from Ai by replacing every 
occurrence of a by b. Then g)' is a derivation of A from X in which only m - 1 
members of I are involved in applications of the 3-rule. For, if A; follows from 
A j in g) by an application of the 3-rule which involves a, then the presence of 
A, in g)' can be justified by applying the 3-rule to A;'. This application of the 
3-rule involves the new symbol b. The desired result now follows by induction. 

Using this result we can prove the counterpart of Theorem II.3(ii). (The 
counterparts of parts (i), (iii), and (iv) are trivial.) 

THEOREM II.32. Let X and Y be any sets of formulae and A, B j , ••• , B" any 
, .. ji-ee formulae. If Y, B l , ••• , B" I- A and X I- B,for each i = I, ... , n, then 
Xu YI-A. 

Proof It is sufficient to consider the case where n = 1. Thus we want to 
prove that if Y, B I- A and X I- B, then Xu Y I- A. Let g)j be a derivation of 
A from Y' and g)2 a derivation of B from X', where Y' is a finite subset of 
Yu {B} and X' is a finite subset of X. By Theorem II.31, there exist deriva­
tions <A j , ••• , Am) of B from X' u Y' and <B j , • •• , B,) of A from X' u Y'. 
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Hence the sequence <AI" .. , Am,B1, ••• , Bn> is a derivation of A from 
X' u (Y' \ {El) and therefore a deduction of A from Xu Y. 

EXERCISE 

Prove that the ->-elimination rule and MP rule hold for the predicate 
calculus, where of course the letters A, B, B 1, ... ,Bn now denote E­

free formulae. 

THEOREM 11.33. For any ,,(ree formula A, if A is a tautology, thell I-pc A. 

Proof For the purposes of this proof we write PCo(1/) to denote the formal 
system which is obtained from PC(1/) by excluding the 3-rule. Thus the 
deductions in PCocr) are simply the deductions in '(1/) in which every 
formula is '-free. For this formal system one can prove the Tautology 
Theorem just as it was proved for the ,-calculus. Hence if A is an ,-free 
tautology, then I-pco A and a fortiori I-pc A. 

The tautology rule now follows immediately using this theorem and the 
MP rule. 

We shall use the following important result in the next chapter to prove 
the Second ,-Theorem. 

THEOREM II.34. If 1-(3xA -> A~) -> C, where a does Ilot ocet'" ill A or C, 
thell I-C. 

Proof. Assume 1-(3xA -> A~) -> C. Since A: -> C is a tautological con­
sequence of (3xA -> A:) -> C, we have I- A; -> C by the tautology rule, and 
hence 1-3xA -> C by an application of the 3-rule. However, C is a tautological 
consequence of (3xA -> A~) -> C and 3xA -> C. Hence I-C by the tautology 
rule. 

EXERCISES 

1. Prove that the ->-introduction rule (Deduction Theorem) holds for the 
predicate calculus. 

2. Show that the counterpart of Theorem 1l.l7 holds for the predicate 
calculus. 

11.2 The predicate calculus without identity 

Ifthere exists a deduction of A from X in PC(f/) in which every formula is 
identity-free we write X I-pC"(n A. Thus PC'(f/) may be regarded as a formal 
system for f/ whose axioms are the identity-free axioms of PCer) and whose 
deductions are the identity-free deductions of PC(1/). This formal system for 
f/ is called the predicate calculus without idelltity. Obviously, all the results 
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which we proved for PC(1/) in the last section also hold for PC'(f/), assuming 
that we restrict our attention to identity-free formulae. 

In the next chapter we shall prove that for any identity-free, ,-free formula 
A, if I-pcA, then I-PC'A. Notice that the technique which we used to prove the 
analogous result for the elementary calculus cannot be used for the case of 
the predicate calculus. For, suppose A is the axiom i3x(x = a) -> ia = a. 
Then using the technique employed in proving Theorem 11.30, the identity­
free formula which is assigned to A is the formula i3xl -> iif. This latter 
formula is not a theorem of PC'. 

EXERCISE 

Prove that the formula i3xl-> iii is not a theorem of PC'. (Hint: 
use the technique employed in proving Theorem 11.15.) 

12 The formal superiority of the e-calculus 

It should now be apparent that the e-calculus is a much simpler and neater 
formalization of logic than is the predicate calculus. 

The deductions in the e-calculus can be defined in a simple straightforward 
way, and the basic derived rules of inference can be established with very little 
difficulty. On the other hand, we have seen that no matter how one defines a 
deduction in the predicate calculus certain complications arise since one must 
adopt an additional rule of inference for dealing with the quantifiers. 

Furthermore, in the e-calculus the derived rules of inference for the quanti­
fiers can be expressed more easily and can be used more conveniently than in 
the predicate calculus. For example, although it is possible to formulate a 
derived rule of inference for the predicate calculus which is analogous to the 
3-introduction rule (cf. rule C in Mendelson [1964], page 74), this rule is 
subject to many tedious restrictions. 

In spite of these formal advantages which are gained by using the e-symbol, 
the question arises whether the use of such an indeterminate logical symbol is 
philosophically justified. In the next chapter we shall give the best possible 
justification for the use of the e-symbol in logic by proving that any e-free 
theorem of the e-calculus is a theorem of the predicate calculus. In other 
words, the e-symbol and the axioms associated with it can be eliminated from 
proofs of e-free formulae. 



CHAPTER III 

THE [-THEOREMS 

1 Introduction 

In Chapter II we defined three basic formal systems (for a given vocabulary 
1/'): the elementary calculus, the predicate calculus, and the e-calculus. 
Loosely speaking, the predicate calculus is obtained from the elementary 
calculus by adjoining the quantifiers and the appropriate axioms and rule of 
inference for dealing with them, and the e-calculus is obtained from the 
predicate calculus by adjoining the e-symbol and the appropriate axioms for 
dealing with it (and by excluding the redundant 3-rule). Thus by passing from 
the elementary calculus to the predicate calculus and from the predicate 
calculus to the e-calculus we obtain stronger and stronger logical systems. 
One of the main objectives of this chapter is to show that these successive 
strengthenings of the elementary calculus are completely justified since in 
each case the new logical symbols and axioms are in a certain sense eli minable. 
To put it more precisely, we shall prove the following two theorems. 

1. If A is an elementary formula of SE(1/'), X is a set of elementary formulae 
of SE(i/'), and X cPC!") A, then X cEC{>') A. 

2. If A is an e-free formula of SE(i/'), X is a set of e-free formulae of SE(i/'), 
and Xc,W) A, then XCPC(>') A. 

The second of these two statements is known as Hilbert's Second e-Theorem 
and the first is a special ease of his First e-Theorem. The full statement of the 
First e-Theorem is as follows. 

I'. If A is any prenex formula of SE(i/'), X is any set ofprenex formulae of 
SE(1/'), and X cPC('Y) A, then Z CEC!") B, v ... v B", where each member of 
Z is some substitution instance of the matrix of some member of X and 
each of the Bi is a substitution instance of the matrix of A. 

We shall also see in this chapter that besides providing a fOflnaljustification 
for these extensions of the elementary calculus, the two e-theorems can be 
used to prove some important results about the predicate calculus, such as 
Skolem's Theorem (Theorem II1.12) and Herbrand's Theorem (Theorem 
Ill. 14). 

As in Chapter 11, our proofs will be completely finitary in the sense that 
whenever we prove that a certain deduction exists, our method of proof will 
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provide a technique for constructing such a deduction. It should be pointed 
out that by using a non-constructive, model-theoretic argument the Second 
e-Theorem follows trivially from the completeness of the predicate calculus. 
For if Xc, A, where X and A are e-free, then X F A by the soundness of the 
e-calculus (cf. Exercise 3, page 41), and hence X cpc A by the completeness of 
the predicate calculus. 

Throughout this chapter the vocabulary 1/' shall be some arbitrary, but 
fixed vocabulary. 

2.1 The basic problem 

Since e-terms play the same role in the e-calculus as individual symbols 
play in the predicate calculus, it would seem that one could prove the Second 
e-Theorem by assigning an appropriate individual symbol to each e-term in 
a deduction f1j and then forming a new deduction 9)' by simply replacing 
each e-term by its assigned individual symbol and making the necessary 
alterations so that the 3-rule can be used where the Q4-axioms were used in 9. 

However, this procedure is complicated by the following problem. Suppose 
that Ai is an axiom of the 8~calculus, eyB is some e~term, and A/ is the formula 
obtained from Ai by replacing each occurrence of eyB by some term s. Then 
A,' may fail to be an axiom, namely if one of the following cases holds: 

(i) Ai is the Q4-axioIl1 3yB -> B(eyB), in which case A,' is 3yB -> B(s); 
(ii) Ai is an E2-axiom in which eyB is one of the two specified e-terms; 

(iii) A, is a Q3-axiom or Q4-axiom and an occurrence of the specified term 
in that axiom (i.e., I or exA) lies within an occurrence of eyB. 

The third case is the most troublesome one. Consider the following 
example. Suppose A, is the Q3-axiom 

(I) 13x(x = ey(y = x)) -> 1(1 = ey(y = I)) 

and eyB is the term ey(y = t). Notice that an occurrence of the specified 
term t of this Q3-axiom lies within an occurrence of ey(y = t). Now if we 
replace every occurrence of ey(y = I) in A i by the term s, we obtain the 
formula 

(2) 13x(x = ey(y = x)) -> 1(1 = s). 

This formula is not an instance of axiom schema Q3. 
Notice that case (iii) can only arise if Ai is of the form 13xA -> IA(/) 

or 3xA -> A(exA) where a free occurrence of x in A lies within the scope of 
an e-symbol. Thus, in the above example, where A is the quasi-formula 

x = ey(y = x), 

the second free occurrence of x lies within the quasi e-term ey(y = x). 
Formulae such as (I) above are examples of what we shall now call 'improper' 
formulae. 
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2.2 Proper and improper formulae 

Let A be any term or formula. If t is a term which occurs in A, but is not 
A itself, then t is called a sub term of A. For any formula A, the skeleton of 
A is that formula which is obtained from A by successively replacing each 
subterm of A by the individual symbol a, (starting with those subterms of 
maximal length). We shall denote the skeleton of A by A +. A formula A is 
proper if its skeleton is B-free, and improper if its skeleton is not e-free. 

For example, suppose A is the formula 

13x(x = BY(y = s» -> ,et = BY(Y = s», 

where sand t are any two terms. Then the skeleton of A is the formula 

13x(x = 0 , ) -> I(a, = a , ). 

Since this latter formula is B-free, then A is proper. On the other hand, 
suppose A is the formula 

13x(x = ey(y = x» -> I (t = BY(Y = t». 

Then the skeleton of A is the formula 

13x(x = BY(Y = x» -> 1(0, = a,), 

and therefore, in this case, A is improper. 
Obviously, if Ai is a proper formula of the form 13xA -> IA(t) or of the 

form 3xA -> A(exA), then x does not have a free occurrence in A within the 
scope of an B-symbo!. Consequently, if Ai is a proper axiom of the B-calculus 
and Ai is obtained from Ai by replacing every occurrence of eyE by some 
term s, then the troublesome case (iii) considered above cannot arise. There­
fore, we have the following theorem. 

THEOREM ilL!. Let ByE be any B-term, s any term, and A any axiom of the 
e-calculus other than an E2-axiom or the Q-axiom 3yE -> E(ByE). If A is a 
proper formula, then tlIeformula obtainedfrom A by replacing each occurrence 
of ByE by s is an axiom. 

2.3 The B'-calculus 

We shall now use the new notion of a proper formula to define a certain 
formal system called the B'-calculus (for r). We then prove quite easily that 
the Second e-Theorem holds for this weakened version of the B-calculus. 

The axioms of the c'-calculus (for 1/") are all proper formulae of 2!(1/") 
which are instances of axiom schemata PI-PlO, QI-Q4, El, and E3. (Note 
that we exclude E2-axioms.) A deduclion of A from X in the B'-calculus (for 
1/") is any sequence (A" .. . , A"> of proper formulae (of 2!(r» such that 
An is A and for each i = 1, . .. ,n either Ai is an axiom, or A is a member of 
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X, or Ai follows by modus ponens from some Aj and A" where}, k < i. In 
other words, a deduction in the B'-calculus is a deduction in the B-calculus 
in which every formula is proper and no instances of axiom schema E2 are 
used as axioms. As usual we write Xc" A to denote that there exists a 
deduction of A from X in the B'-calculus. 

Obviously the arguments used in proving the ->-introduction rule, ->_ 
elimination rule, and tautology rule for the B-calculus apply equally well in 
the case of the e'-calculus. Furthermore Theorem I1.l7 can be proved for the 
eO-calculus just as it was proved for the B-calculus, since if Ai is a proper 
formula and Ai is the formula obtained from Ai by replacing each OCCurrence 
of a by some term I, then Ai is also proper. Consequently, the 3-rule holds 
for the e'-calculus. In fact, the only derived rules of inference which hold 
for the B-calculus but not for the B'-calculus are those rules, such as the 
distribution rule, rule of relabelling baund variables, and equivalence rule, 
which depend an axiom schema E2. Even sa, these rules still hold for the 
e*-calculus if one restricts one's attention to e-free formulae. 

In view of the fact that the 3-rule holds for the B'-calculus, we have the 
following theorem. 

THEOREM 1I!.2. If X cPc A, then Xc" A. 

Proof Assume X cPc A. Then there exists a derivation (A" ... ,A"> af A 
from Y in the predicate calculus, where Y is some finite subset of X. It 
follows trivially by induction that, far each i = J, ... , II, Yc,.A

i
• Hence 

Xc,.A. 

We now prove the converse of Theorem 1I!.2. This result may be regarded 
as a weaker forin af the Second B-Theorem. 

THEOREM 1I!.3. For any e-free X and A, if Xc" A, IlIen X cPc A. 

By appealing ta the ->-introduction rule for the e*-calculus and the ->_ 
elimination rule for the predicate calculus, the proof of Theorem 1I!.3 can 
be reduced to proving the following lemma. 

LEMMA. If $ is a proof ill Ihe B*-calculus of some B-fi-ee formula C, Ihell $ call 
be cOllverted into a proof of C in the predicale calculus. 

Proof The proof is by induction on the number II of distinct Herms occurring 
in $. If II = 0, then $ is already a proof in the predicate calculus. 

Suppose n > 0. Let ByE be an B-term occurring in $ such that the length 
af eyE is less than or equal (0 the length of every other e-term occurring in $. 

Hence na B-ternlS occur in E. Let a be some individual symbol which does not 
occur in E or C, and let $' be the sequence of formulae obtained from $ by 
replacing each aCCUrrence of eyE by a. If the formula 

(1) 3yE -> E(ByE) 
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is not used as an axiom in $, then by Theorem III.l $' is a proof of C in 
the eO-calculus. Since only ll- 1 distinct e-terms occur in $', then by the 
induction hypothesis there exists a proof of C in the predicate calculus. 
Suppose on the other hand that the formula (I) is used as an axiom in $. 

Then by Theorem III.!, $' is a deduction in the eO-calculus of C from the 
formula 

(2) 3yB .... B(a). 

By the .... -introduction rule $' can be converted into a proof $" in the 
cO-calculus of the formula 

(3) (3yB .... B(a» .... C. 

Since Cis e-free, B contains no e-terms, and (1) is proper, it follows that (3) 
is e-free. Furthermore only ll- 1 distinct c-terms occur in $". Consequently, 
by the induction hypothesis there exists a proof of (3) in the predicate 
calculus. By our choice of a and by Theorem II.34, this implies that there 
exists a proof of C in the predicate calculus. 

2.4 The usefulness of the eO-calculus . 

The eO-calculus is considerably weaker than the e-calculus since (i) the 
E2-axioms are excluded and (ii) only proper formulae may be used in a 
deduction. Nonetheless, this weaker system can playa very useful role in 
the study of mathematical logic. For example, in order to prove various 
results about the predicate calculus, such as the .... -introduction rule (Deduc­
tion Theorem), generalization rule, substitution rule, distribution rule, 
equivalence rule, rule of relabelling bound variables, etc., it is perhaps easier 
to show that these results hold in the eO-calculus (subject to certain conditions) 
and then use Theorems III.2 and III.3 to prove that they hold in the predicate 
calculus. 

It has been suggested (Fraenkel and Bar-Hillel [1958] page 184) that the 
e-symbol be used in teaching elementary logic. However, if a full analysis 
of the e-calculus togetber with a proof of the Second e-Theorem seems too 
ambitious for an introductory course in logic, one could easily restrict one's 
attention to the eO-calculus. In this case one would modify the rules of forma­
tion of the formal languages by stating that an expression of the form exA is 
well-formed provided that no variable other than x is free in A. In this way all 
the formulae of the language would be proper formulae. This is essentially 
the method which is used by Shoenfield [1967] (page 46) although the e­
symbol is not explicitly mentioned. Shoenfield shows that this approach 
provides a simple proof of the completeness of the predicate calculus. 
Furthermore, we shall see in a later section that in order to prove the First 
e-Theorem one may use the eO-calculus and avoid the e-calculus altogether. 
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Because of the exclusion of the E2-axioms from the eO-calculus, the equiv­
alence rule does not hold for this system. However, we can still prove the 
following weaker result. 

THEOREM IlIA (The equivalence rule for the eO-calculus). Let X be any set 
of proper formulae, E and E' any two quasiwterrns or quasi-formulae, and A allY 
proper formula or term containing some specified occurrence of E, provided 
that thIS occurrence does not lie within the scope of an e-symbol in A. Let A' 
be the expression obtained from A by replacing this specified occurrence of E 
by E'. If A' is a proper formula or term and if X I- • VeE "" E'] then 
Xf-e.A =:: A' e, 

Proo/ Theproof is identical to the proof of Theorem II.21 except that we can 
omIt the thIrd part of Case 6, where A is of the form BxB. In this way we avoid 
using E2waxioms. 

THEOREM I1l.5. Any proper formula of the form 

(s = fAA;) .... A~ 

is a theorem of the e*wcalculus, provided that x does not have a free occurrence 
in A within the scope of an B-symbol. 

Proo/ See the proof of Theorem II.22. 

COROLLARY. Any e-freeformula ofthefonn 

(s = tAA;) .... A~ 

is a theorem of the predicate calculus. 

3.1 Subordination and rank 

. In view of Theorem III.3, to complete the proof of the Second .-Theorem 
It IS SuffiCIent to prove that for any B-free X and A, if X 1-, A, then X I- " A. 
In other words we must prove the eliminability of improper formulae and 
E2-axioms fr~m. deductions of A from X in the e-calculus, where A and X 
are B-free. ThIS IS by far the most difficult part of the proof of the Second 
e-Theorcm, and in order to carry it out we must examine the structure of 
improper formulae in some detail. 

The notion of an improper formula is closely related to Hilbert and 
Bernays' notion of the subordination of quasi Herms. Hilbert and Bernays 
[1939], page 23, define a quasI B-term t to be subordinate (untergeord"et) to 
aJ~other quasI e:term ByB If and only if B contains t, and a free occurrence of 
yIn B lies WltlUl1 t. Thus, for example, the quasi Bwtenn 

BXPXY 
is subordinate to the term 

BY(Y = exPxy). 
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We shall extend this notion of subordination to include subordination 
within quasi-formulae. If A is a quasi-formula of the form QyB or a quasi­
term of the form eyB, then a quasi e-term t is said to be subordinate to A if 
and only if B contains I, and a free occurrence of y in B lies within I. Clearly, 
a formula QyB is improper if it contains a quasi e-term which is subordinate 
to it. For example, the quasi e-term 

exPxy 

is subordinate to the (improper) formula 

Vy(y = exPxy). 

We shall now assign to every e-term t a positive integer, called the 'rank' 
of I. We shall denote this number by I'k(/). Intuitively, the rank of I is a measure 
of the complexity of the subordination within t. Before giving a definition of 
the rank function, we list the four properties which this function must 
possess. 

Propenies of rank: 

R1. I'k(/) ~ I, and if there are no quasi e-terms subordinate to I, then 
I'k(t) = 1. 

R2. If I' is obtained from t by replacing every occurrence of some subterm 
of I by some other term, then I'k(t') = I'k(/). 

R3. If I is of the form [I 1]~ for some term s, and t 1 is subordinate to exA, 
then I'k(exA) > I'k(t). 

R4. For any e-tenns exA and eyB, I'k(ez "'l(A: <-> BD) = max {rk(exA), 
rk(eyB)). 

In what follows, every argument concerning the rank of an e-tenn depends 
only on properties RI-R4, and therefore any definition of the rank function 
which yields these four properties will suffice. The definition we use is that 
which is given by Hilbert and Bernays (vol. 2, p. 25).1 For any quasi e-term 
t, rk(/) is defined as follows (by induction on the length of I): 

If there are no quasi Herms subordinate to I, then I'k(l) = I; otherwise 
rk(/) is one greater than the maximal rank of the quasi e-terms which are 
subordinate to I. 

For example, I'k(exPxy) = I and I'k(ey(y = exPxy)) = 2. 

1 Property R4 is not needed in proving the Second e-Thcorem for an e-caJculus without 
axiom schema E2. To prove this weaker theorem the following simpler definition of the 
rank of t may be used. Let to be the term obtained from 1 by replacing every subterm of t 
by the symbol ai_ Then the rank of t is defined to be the number of Occurrences of the 
e-symbol in to, This definition clearly satisfies RI-R3. 
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EXERCISE 

Show that the above definition of rank satisfies properties RI-R4. 

3.2 r, T,-deductions 

71 

Let 9 be any deduction in the e-calculus. An e-term eyB is a Q-Ierm in 9 
if the formula 

3yB -> B(eyB) 

or some formula of the form 

"'l3yB-> ,B(/) 

is used as an axiom in 9. The term eyB is an E2-term in 9 if a formula of the 
form 

or of the form 

Vz(Bi <-> A;) -> eyB = exA 

is used as an axiom in !!2. For any non-negative integer r, a deduction £J in 
the e-calculus is an r-deduclion if every Q-term and every E2-term in 9 has 
rank ,; r. Furthermore, if T, is some finite collection of e-(erms of rank r , 
then an r,T,-deduclion is an r-deduction in which every E2-term of rank r is a 
member of T,. Notice that since every e-term has rank ~ 1, a O-deduction is 
one in which no instances of axiom schemata Q3, Q4, or E2 are used as 
axioms, and a I, 0-deduction is one in which every Q-term has rank 1 and no 
instances of axiom schema E2 are used as axioms. To denote that there exists 
an r-deduction of A from X we write X,' A, and to denote that there exists 
an r,Tr-deduction of A from X we write X I- r,Tr A. 
. It is ea.sy to see that for any rand T" the r-deductions and the r,T,-deduc­

lions salisfy the MP rule, tautology rule, I-rule, ->-introduction rule, and 
->-elimination rule, since no Q-axioms or E2-axioms are used in verifying 
these rules. Thus for example 

X, "'lA ".T'I iff X I-,.T, A, 

and X, A r"Tr B iff X I-,.T, A -+ B. 

In order to prove the e-Theorems we shall prove the following two results: 

(1) For any e-free X and any I' > 1, if X !-"'/, then X !-,-1 /. 
(2) For any e-free X, any r ~ 1, and any finite collection T,. of e-terms of 

rank 1', if X !-"T, /, then X 1-,,0 f. 

Using these two results (and the /-rule) it then follows that for any e-free X 
and e-free A, if X,, A, then X !-1.. A. 

M,L.-6 
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The proof of the two results depends on the following theorem concerning 
the way in which an axiom is affected when an 8-term occurring in that axiom 
is replaced by some other term. 

THEOREM III. 6. Suppose eyB is any 8-term, s any term, C any axiom, and C' 
the formulo obtained from C by replacing each occurrence of eyB by s. Then: 

(i) If C is a propositional axiom, Ql-axiom, Q2-axiom, EI-axiom, or 
E3-axiom, then C' is an axiorn of the sarne form. 

(ii) If C is an E2-axiom and eyB is neither of the two specified e-terms in C, 
then C' is an E2-axiom. 

(iii) If C is the Q3-axiom 13xA -> IA(t), where I'k(exA) :s: rk(eyB), then 
C' is a Q3-axiom. 

(iv) If C is the Q4-axiom 3xA -> A(exA), where rk(exA) :s: rk(eyB) and exA 
is not eyB, then C' is a Q4-axiom. 

Proof The proofs of (i) and (ii) are trivial. (For a discussion of the EI-axioms 
see page 50.) 
(iii). We shall prove that C' is the Q3-axiom 13xA' -> I A'(t'), where A' and 
t' are obtained from A and I by replacing each occurrence of eyB by s. 
Suppose this is not the case. Then eyB must be of the form [p ]~,' for some 
quasi-termp which is subordinate to 3xA. Hence p is subordinate to exA, and 
by rank property R3 we have rk(eyB) < rk(exA) which contradicts our 
assumption that rk(exA) :s: rk(eyB). In other words our assumption on the 
ranks of exA and eyB rules out the type of situation which we illustrated on 
page 65, where C was the formula 

13x(x = ey(y = x» -> 1(1 = ey(y = t» 

and eyB the term ey(y = I). Note that in this exampleeyB is [ey(y = x)]~, 

and ey(y = x) is subordinate to 3x(x = ey(y = x». 
(iv). To prove part (iv) we can use the same argument that was cmployed in 
(iii) to show that C' must be the Q4-axiom 

3xA' -> A'(exA'), 

where A' is obtained from A by replacing each occurrence of eyB by s. 

3.3 The Rank Reduction Theorem 

THEOREM III.? (The Rank Rcduction Theorem). For any set X of e-Fee 
formulae and any I' > I, if X f-". j, then X f-,-l j. 

Proof Let [h be an 1', 0-deduction of j from X. The proof follows by induc­
tion on the number, p, of Q-terms of rank I' in [h. If p = 0, then [h itself is 
an (I' - I )-deduction of f from X. Suppose p > O. Let eyB be some Q-term of 
rank I' in [h whose length is at least as great as that of every other Q-term of 
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rank I' in [h. Let S be the collection of remaining p - 1 Q-terms of rank r. 
Thus eyB is not contained in any member of S. For the purposes of this proof 
we write Y f-' A to denote that there exists an 1', 0-deduction of A from Yin 
which every Q-term of rank r is a member of S. It is sufficient to prove 
X f-' j, since we may then apply the induction hypothesis. 

Suppose that [h is the sequence (AI> ... , Am>. For each i = 1, ... , m, 
let Ai be the formula obtained from Ai by replacing each occurrence of 
3yB by B(eyB) and, if B is of the form I C, by replacing each occurrence of 
VyC by C(eYI C), i.e., C(eyB). Thus if Ai is the Q4-axiom 3yB -> B(eyB) 
then A i is the tautology , 

(I) B(eyB) -> B(eyB). 

IfBisoftheform ICandA,istheQI-axiomVyC-> 13Y"lC, then Ai is 
the tautology 

(2) C(ey"lC) -> I "lC(eY"lC), 

and if Ai is the Q2-axiom "lVyC -> 3Y"lC, then Ai is the tautology 

(3) "l C(eY"l C) -> lC(eY"lC). 

Finally, if Ai is the Q3-axiom "l3yB -> "lB(I), for some term I, then Ai is 
the formula 

(4) "lB(eyB) -> IB(t). 

If Ai is any other axiom, then Ai is an axiom of the same form. (Using rank 
property R4 and the fact that every E2-term in [h has rank < 1', verify that 
if A, is an E2-axiom, then so is Ai.) Finally if Ai is a member of X, then Ai is 
Ai' For, since rk(eyB) > 1, then 3yB (and VyC) are not e-free. Therefore, 
smce every member of X is e-free, the members of X are unaffected. 

Consequently, if we augment the sequence (At', ... , Am'> by including 
proofs of the tautologies (J), (2), and (3), and if we regard the formulae of 
the form (4) as assumptions, we obtain a deduction of j from 

Xv {"lB(eyB) -> "lB(tl)"'" "lB(eyB) -> "lB(t,)} 

for some terms 11' ... , I" Furthermore by rank property R2 and our choice 
of eyB with maximal length this deduction is an r,0-deduction such that 
every Q-term of rank r is still a member of S. Hence 

(5) X, "lB(eyB) -> "lB(tl)" .. , "lB(eyB) -> "lB(t,) f-' f. 

Now using the tautologies 

B(eyB) -> "lB(eyB) -> "lB(li) 
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and Theorem II.3(ii), (5) implies 

(6) X, B(eyB) 1-' I, 
and therefore 

(7) XI-' iB(eyB) 

by the I-rule. 
Now let <C" .. . , C,) be this 1', 0-deduction of iB(cyB) from X. For each 

C, and each term I] let cj be the formula obtained from C, by replacing 
each occurrence of eyB by t j' Then for each j = I, ... , n, the sequence 
<C{, .. . , C{) is an r, 0-deduction of iB(t) from X, by Theorem IIl.6. 
Furthermore by our choice of eyB with maximal length, every Q-term of 
rank r in this deduction is still a member of S. Hence, for eachj = I, ... , n 

(8) XI-' iB(t]), 

and consequently by the tautology rule 

(9) XI-' iB(eyB) -> iB(t]). 

The desired result, X 1-' I, now follows from (5) and (9) by Theorem II.3(ii). 
This completes the proof. 

Notice that the above proof depends on two essential conditions: (i) that 
I' > I, and (ii) that X is e-free. We impose these conditions in order to ensure 
that the replacements of 3yB by B(eyB), '1yC by C(eyi C), and ByB by t] do 
not affect any members of X. In the following theorem we consider the 
special cases where r = I and where X is a certain set of formulae which may 
contain the e-symbol. This theorem will be used later as the central lemma in 
proving the First B-Theorem. 

Recall that a quasi-formula is elementary if it contains no occurrences of 
the symbols V, 3, or B. 

THEOREM Il1.8. Let Y be any set of elementary quasi-formulae and let X be 
any set of substitution instances of members of Y. (The members of X are not 
necessarily e-free.) If X 1-',0 I, then there exists a set Z of substitution instances 
of members of Y such that Z I- EC I· 

Proof The proof is identical to that of the Rank Reduction Theorem except 
that we may no longer assume that the various replacement procedures 
used in this proof leave the members of X unaffected. However, since any 
member of X is a formula of the form 

BXl ... x" 
tJ .• , tn 

where B is an elementary quasi-formula, then any member of X which is 
affected is converted into another substitution instance of the same quasi­
formula. Consequently, the proof of the Rank Reduction Theorem yields a 
O-deduction 9 of I from some set X' of substitution instances of members of 
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Y. Now a O-deduction has no Q-terms or E2-terms. Consequently no Q3, Q4, 
or E2 axioms are used in 9. If throughout 9 we replace every quasi-formula 
of the form '1yCby I and every quasi-formula of the form 3xB by il (starting 
with those of maximal length), the QI-axioms and Q2-axioms are converted 
into tautologies and the other axioms are converted into new axioms of the 
same form. If we then replace every remaining e-term by some individual 
symbol a, we obtain a deduction of I from a set Z of substitution instances of 
members of Y. Since every formula in this deduction is elementary, then 
Z I-Ec/. 

3.4 The E2 Elimination Theorem 

To complete the proof of the Second e-Theorem we need to show that the 
E2-axioms are eliminable. This is the essence of the following theorem. 

THEOREM III,9 (The E2 Elimination Theorem). For any e-free X, any I' :2: I, 
and any finite collection T, of e-terms of rank 1', if X I-"T, t, then X 1-',0 I. 
Proof The proof is by induction on the number n of terms in T,. If n = 0, 
there is nothing to prove. Suppose n > O. Let exA be a member of T, whose 
length is at least as great as that of every other term in T,. Let S, be the 
collection of remaining n - I terms in T,. By our choice of exA with maximal 
length it follows that exA does not occur in any member of S,. To prove the 
theorem it is sufficient to prove X I-"s, I, since we may then apply the induc­
tion hypothesis. 

Let 9 be any 1', T,-deduction of I from X. We may assume that BxA is an 
E2-term in 9, since otherwise there would be nothing to prove. Secondly, 
we may assume that no E2-axiom of the form 

\fz(A; ~ A;) -4 exA = exA 

is used as an axiom in 9, since any formula of this form follows by modus 
ponens from axiom schema PI and axiom schema E3. Finally, we may assume 
that every E2-axiom, involving exA, which is used in 9 is of the form 

'1z(A~ <-+ B~) -> exA = eyB, 

i.e., BxA is on the left-hand side of the identity symbol. This assumption can 
easily be justified by observing that 

1-,,0 Vz(B~ 0(-). A;) -+ 'v'z(A; +-t B;), 

and 1- 1•0 exA = eyB --7 eyB = exA. 

Let E1 , •• • , Em be th!? E2-axioms, involving 8xA, which are used in I?J. 
If these arc regarded as assumptions, then!?} is an r, Sr-deduction of f from 
X v {E" ... , Em}. Thus 
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Consequently, to prove X 1-,.5, I, it is sufficient by virtue of Theorem I1.3(ii) 
to prove for each j = 1, ... , m 

(1) 

Take any E,. Let it be the formula 

E, 'iz(A; <-+ Bi) --> exA = eyB. 

Thus either (i) rk(eyB) < r or (ii) rk(eyB) = rand eyB is a member of S,. By 
the tautology rule and the I-rule, to prove (I) it is sufficient to prove 

(2) 

The proof of (2) is as follows. Throughout the original deduction [f) of I 
from X replace every occurrence of exA by eyB. For any formula A j which 
is used as an axiom in I!), if Aj is not one of the E2-axioms EI1 ... , Em and 
not the Q3-axiom 3xA --> A(exA), then by Theorem III.6, the formula 
obtained from A j by replacing exA by eyB is an axiom of the same form. 
Furthermore since X is e-free, the members of X are unaffected by the re­
placement of exA by eyB. Consequently, it follows that 

(3) 

where for each j = I, ... ; 111, E/ is the formula obtained from E j by re­
placing each occurrence of exA byeyB. (Why is the deduction still an r, S,­
deduction ?) 

Now to prove (2) it is sufficient by virtue of (3) and Theorem I1.3(ii) to 
prove that 

(4) 'iz(A: <-+ Bi) 1-',0 3xA --> A(eyB), 

and for each} = 1, ... , tn, 

(5) 'iz(A; <-+ B;) 1-,,5, E/ 
Proof of(4): Let Y be ('iz(A; <-+ Bi)}. Since exA and eyB have rank :s; r, 

the term ez'l(A; <-+ B;) also has rank :s; r by rank property R4. Therefore 
these three terms may be used as Q-terms in the desired r, 0-deduction of 
3xA --> A(eyB) from Y. This deduction can be constructed as follows: 

Y 1-,,0 'iz(A; <-+ Bi) 
Y 1-,,0 A(exA) <-+ B(exA) 
Y 1-'" A(eyB) <-+ B(eyB) 
Y 1-'" 3xA --> A(exA) 
Yi-',O 'l3yB --> 'lB(exA) 
Y 1-'" 3yB --> B(eyB) 
Y 1-,,0 3xA --> A(eyB) 

. . 'i-elimination 
'i-elimination 
Q4-axiom 
Q3-axiom 
Q4-axiom 
tautology rule 
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Proof of (5): Suppose E j is the formula 

'iu(A: <-+ C:) --> exA = evC. 

Then E/ is the formula 

'fuCA: +-+ C1 ~) --). eyB = eve', 

where C' is obtained from C be replacing every occurrence of exA (if any) by 
eyB. Recall that each of the terms eyB and evC satisfies the condition that 
either (i) its rank is less than r or (ii) its rank equals r and it is a member of S,. 
Consequently by rank property R2 and the fact that exA does not occur in 
any member of S" the term evC' also satisfies this condition. Therefore the 
terms eyB and evC' may be used as E2-terms in the desired r, S,-deduction 
of E/ from 'iz(A; <-+ Bi). This deduction can be constructed as follows. Let 
Y be the set 

('iz(A; <-+ B;), 'iu(A; <-+ C' :)} 

and let t be the term eW'l(B~ <-+ C' ~), where W is some variable which is 
free for y in B and free for v in C'. Then 

Y 1-,,5, 'iz(A; <-+ Bi) 
Y I-r,Sr 'fuCA: +-+ C' ~) 
Y I-r,sr [A~ +-+ B~]: 

y I-r,s .. [A~ +-+ C' ~J:I 
Y I-"s, [B' <-+ C' "]W 

II' II't 

Y I-r,sr Vw(B~ +-+ C' ~) 
Y I-"s, 'iw(B~ <-+ C' ~) --> eyB = evC' 
Y 1-,,5, eyB = evC' 

'iz(A" <-+ BY) I-"s, E.' • • J 

This completes the proof of Theorem II1.9. 

3.5 The First and Second e-Theorems 

'i-elimination 
V-elimination 
tautology rule 
'i-introduction 
E2-axiom 
modus ponens 
-+-introduction 

We have now established all the major results which are needed in proving 
the Second e-Theorem. However, in order to prove the First e-Theorem we 
still need the following simple lemma, 

LEMMA. For any prenexformula A, there exists a substitution instance A' of 
the matrix of A such that 1- ' ,0 A' <-+ A . 

Proof The proof depends on the following fact. If rk(eyB) = I, then 

(l) 

(2) 

1- ' ,0 B(eyB) <-+ 3yB, and 

1- ' ,0 B(eY'lB) <-+ 'iyB. 
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This fact is an obvious consequence of Theorem 11.10. Now let A be the 
prenex formula 

Q,x, ... Q,x,B. 

where B is its matrix. For each i = 1, ... , fI, we define the term t i as follows: 

. {BX,QXZ ... QX,B ifQ,is3 
I, IS ex, 'l Qxz" . Qx.L if Q, is 't, 

. {BXzQX, ... Qx,[B]~,' ifQz is 3 
12 IS. . . XI' • exz 'lQx, ... Qx,[B]" IfQz IS 't, 

and so on. Now let A' be the substitution instance B~/ ::: ~~' of B. Since B is 
B-free (by the definition of a prenex formula), then rk(tJ = 1, for each i. 
Consequently, using induction on II we can prove f- A' .... A from (I) and (2). 

THEOREM III.10 (The First B-Theorem). If X is allY set of prellex formulae, 
A is any prenex formula, and X I-pc A, then Z I-Ec Bl V .•. V BII • where each 
member of Z is sotne substitution instance of the rnalrix of some member of X 
and each Bi is some substitution instance of the matrix of A. 

Proof We shall first prove the theorem for the special case where A is the 
formula f. 

Assume X f-pc f. Then there exists a finite subset X, of X such that 
X, f-pe f. Let Y be the (finite) set consisting of the matrices of the members 
of X" By Theorem 1I!.2 there exists a deduction of I from X, in the B'­
calculus, and therefore X, f-"o I. Now let Xz be the finite set of substitution 
instances of members of Y which correspond to each member of X, according 
to the above lemma. Since Xz f-1.0 C for each C in X" then by Theorem 
1!.3(ii), Xz f-"o I. Therefore by Theorem 111.8 there exists a set Z of substitu­
tion instances of members of Y such that Z f- EC f. This proves the theorem 
for the special case where A is the formula f. 

Now suppose that A is any prenex formula of the form Q,x, ... Q,x,C, 
where C is its matrix. Let B be the prenex formula Q,'x, ... Q,x, 'lC, 
where as usual Q: is 3 if Q, is 't, and Q: is 't if Q, is 3. Note that any sub­
stitution instance of B is the negation of the corresponding substitution 
instance of A. Since f-pc A .... 'lB, then X f-pc A implies X, B f-pc I. Therefore 
by the above special case there exists a set Z such that Z f- EC I and every 
member of Z is a substitution instai,ce of the matrix of some member of X 
or a substitution instance of I C. Let iBh ... , iBn be the substitution 
instances of I C and let AI, ... , Am be the remaining members of Z. Since 
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repeated applications of the a-rule (Theorem 11.12) yield 

'lCB, v ... v B,), A" .. . , Am f- EC f, 
and the desired result now follows by the I-rule. 
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THEOREM 111.11 (The Second e-Theorem). For any e-Fee X and any e-free 
A, ijXf-,A, thenXf-pcA . 

Proof Since X f-, A, then X, 'lA f-, I by the I-rule. By the Rank Reduction 
Theorem and the E2-Elimination Theorem this implies that there exists a 
1,0-deduction of f from Xu {'lA}, and therefore a 1, 0-deduction I'd of 
A from X. We want to convert the deduction I'd into a deduction of A from X 
in the e'-calculus, since we can then apply Theorem 111.3 to get a deduction 
of A from X in the predicate calculus. The only difficulty is that the formulae 
in I'd are not necessarily proper. Consequently, throughout I'd we replace 
every quasi e-term which contains a free variable by the symbol a (starting 
with those quasi-terms of maximal length.) Since every Q-term in I'd has 
rank I, it is easy to see that this procedure does not damage any of the 
axioms and therefore provides a deduction of A from X in the B'-calculus. 

4.1 Skolem's Theorem 

One of the most important consequences of the Second e-Theorem is 
the counterpart of Theorem 11.28 for the predicate calculus. This result is 
commonly known as Skolem's Theorem. 

THEOREM III.12 (Skolem's Theorem). Let A be any prenexformula of 2("//'), 
C any e-free formula of 2("/"'), X allY set of e-Fee formulae of 2(r), and r* 
the vocabulary obtained Fom "/'" by adjoining the Skole", fUllctions used in 
forming the Skolem resolution As of A. Theil 

X, A f-pC(,')C iff X, As f- PC(,,') C. 

Proof Use Theorem 11.28 and the Second B-Theorem. (Note: The half of the 
theorem which states that X, A f- pcWI C implies X, As f-pC(",) C is much 
'weaker' than the other half and can be proved directly using only the 
axioms and rules of inference of the predicate calculus.) 

Notice that Theorems 11.25, 11.26, and 11.27 also hold for the predicate 
calculus by virtue of the Second e-Theorem. The analogue of Theorem 11.26 
now provides us with a full justification (ill terms of the predicate calculus) of 
the familiar 'rule of inference' used by mathematicians when they pass from 
the statement 

'for all x, there exists a y such that B(x,y)' 

to the statement 

'for all x, B(x,g(x))" 
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or, to put it more colloquially, to the statement 

'for each x, let g(x) be some y such that B(x,y)', 

provided that the function g does not appear in the statement B(x,y), in the 
statement being proved, or in any of the assumptions on which the proof is 
based (cf. Chapter II, §9). We can state the formal justification of this rule 
as follows. 

THEOREM llI.l3. If X /-pc 'Ix, ... Vx"3yB and Y, VX, ... Vx,,[BJ;x, ... x" /-pc C, 
then Xu Y I- PC C, provided that 9 does not occur in C, B, or any member of Y. 

Proof By Theorem III.2, Theorem Il.26, and the Second e-Theorem we have 
Y, Vx, ... VX,,3yB /-pc C. Hence Xu Y /-pc C by Theorem 11.32. 

Unfortunately, the restriction that,q does not occur in any member of Y 
limits the applicability of this rule in ordinary mathematical arguments. In 
most branches of mathematics the axioms of set theory are used as basic 
assumptions. These axioms usually include certain formulae known as 
axioms of replacement (cf. p. 106). In order to apply the above rule concerning 
the eliminability of the new function symbol g, one must make sure that the 
set of assumptions Y does not include an axiom of replacement in which the 
symbol g occurs. For example, if one uses the fact that the values of g(x) 
form a set when x ranges over some set, then one is using an axiom of replace­
ment which contains g. In this case the above rule can only be justified if the 
axiom of choice is included as one of the basic assumptions. 

However, one docs not need to appeal to the axiom of choice if one has 
proved the stronger statement 

'for all x, there exists a unique y such that B(x,y)'. 

In this case the function symbol 9 can be eliminated even if it is used in an 
axiom of replacement. The proof of this fact docs not depend on the Second 
e-Theorem, but rather on the eli min ability of the ,-symbol (cf. p. 100). 

We shall return to these problems in Chapter IV when we consider formali­
zations of set theory based on the e-calculus. 

4.2 Herbrand's Theorem 

Herbrand's Theorem, as it was originally formulated (Herbrand [1930J), 
involves the complicated notions of 'properties Band C of order p'. In order 
to simplify both the statement and proof of this theorem various people have 
proved results which bear the title 'Herbrand's Theorem', but which are 
considerably weaker than Herbrand's original assertion. This situation, 
together with the relative inaccessibility of Herbrand's paper, has doubtless 
given rise to a certain amount of confusion about the exact nature of this 
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theorem. In this section we shall give a relatively simple formulation and 
proof of Herbrand's Theorem which incorporates most of the essential 
features of the original assertion. 

The essence of Herbrand's Theorem can be described as follows. Let A be 
any identity-free, prenex formula. For each positive integer p we assign to A 
a particular elementary formula, called the 'p-reduction' of A. We say that A 
is a 'p-tautology' if the p-reduction of A is a tautology. The theorem then 
states that A is a theorem of the predicate calculus if and only if A is a 
p-tautology for some p > O. This theorem is a very powerful one since it 
establishes a useful necessary and sufficient condition for provability in the 
predicate calculus. One of its main applications has been in solving various 
cases of the decision problem for the predicate calculus. 

Before defining the p-reduction of A, we need the following definitions. 
For any term I, the degree of I is defined as follows by induction on its 
length: 
1. If t has no subterms, the degree of t is I. 
2. If t has subterms, the degree of t is one greater than the maximal degree of 

all its subterms. 
For example, the degree of any individual symbol or O-place function symbol 
is I, and the degree of the term g2ah ' a is 3. 

Let <'fl be any finite collection of individual symbols and function symbols. 
Then a <'fl-Ierm is any term whose symbols are all members of <'fl. 

Now let A be any prenex formula, let AH be its Herbrand resolution, let B 
be the matrix of AH , and let <'fl be the collection of individual symbols and 
function symbols occurring in B. (If B contains no individual or O-place 
function symbols, we take a, as an additional member of <'fl.) For any 
positive integer p, a p-substitution instance of B, is any substitution instance 

BXj .•• Xn 
t1 ... f" 

of B where each Ii is a <'fl-tenn with degree < p. Thus for any p, there are 
finitely many p-substitution instances of B. The p-reduction of A is now defined 
as the disjunction, B, v ... v Bm , of all the p-substitution instances of B. We 
say that A is a p-Iautology if its p-reduction is a tautology. (To be exact, the 
p-reduction of A depends not only on A and p, but also on the order of its 
disjunctive parts, Bl , ..• , Em, and on the particular choice of Herbrand 
functions used in forming Ali' However, for any two p-reductions of A, the 
one is a tautology if and only if the other is. Consequently, the notion of a 
p-tautology is well-defined.) 

Clearly, if A is a p-tautology, then for any q> p, A is also a q-tautology. 
For, if q ~ p, then every p-substitution instance of the matrix of AlI is also 
a q-substitution instance, and therefore the p-reduction of A is a 'sub­
disjunction' of the q-reduction of A. 
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To illustrate the above definitions, consider the following example. Let A 
be the formula 

3y\lz(Py -+ pz), 

where P is some I-place predicate symbol. Then the Herbrand resolution, All' 
of A is 

3y(Py -+ Pgy), 

where g is a I-place function symbol. Thus we let '!J be the set {aI,g}. The 
only '!J-term of degree I is aI' the only '!J-term of degree 2 is gaj, etc. Con­
sequently, the I-reduction of A is 

(I) 

and the 2-reduction of A is 

(2) 

Although (I) is not a tautology, (2) is a tautology. Hence A is a p-tautology 
for any p ;;, 2. 

We can now give the statement and proof of Herbrand's Theorem. 

THEOREM III.l4 (Herbrand's Theorem). Let A be any identity-Fee prenex 
formula. Then: 
(i) Ifrpc A, then there exists a positive integer p such that A is ap-tautology. 

(ii) If A is a p-tautology for some positive integer p, then rpc' A. 

Proof (i) Assume rpc A. Let All be the Herbrand resolution of A, B the 
matrix of All, and '!J the collection of individual symbols and function symbols 
occurring in B. ('!J also contains a l if necessary.) Since rpc A, then r, A by 
Theorem III.2, and therefore r, All by Theorem II.27. By the First and 
Second e-Theorems this implies that there exist substitution instances 
BI , ••• , B, of B such that rEC BI v ... v B .. Since A is identity-free, this 
implies by Theorem II.30 that BI v ... v B, is a tautology. If any of the 
substituted terms in Bl v ... V BII are not ~-terms, replace every occurrence 
of such terms by some '!J-term of degree I. In this way we obtain substitution 
instances B I

I
, ... , B,/ of B such that Blf v ... v B,/ is still a tautology. 

Letp be the maximal degree of all the substituted terms in BI' v ... v B,,'. (If 
there are no such terms let p = I.) Since each B,' is a p-substitution instance 
of B, then the tautology B/ v ... v B; is a sub-disjunction ofthep-reduction 
of A. Hence A is a p-tautology. 

(ii) Conversely, assume that A is a p-tautology for some p > O. The 
knowledge of p enables us to form the p-reduction of A, which we shall 
denote by BI v ... v B". Since BI v ... v B, is a tautology, then by 
Theorem II.29, tEe' Bl V ... V BII and therefore I-pC' Bl v ... v Bn. However, 
since each B j is a substitution instance of the matrix of the 3-prenex formula 
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A1{) then Bj f-- pc' AlI for each i = 1, ... , n. Consequently, by repeated 
applications of the fJ-rule, we have BI v ... vB, rpc' All' and therefore 
rpC' All' By Theorem II1.2, this implies that there exists a proof of Au in 
the e-calculus in which every formula is identity-free. Consequently, by 
Theorem 11.27 and the Second e-Theorem we have rpC' A. This completes the 
proof of Herbrand's Theorem. 

It should be mcntioned that in Herbrand's original statement of the 
theorem A is an arbitrary formula rather than a prenex formula. Since any 
e-free formula is equivalent to some prenex formula, our version of the 
theorem is no weaker than Herbrand's, except that Herbrand attempts to 
reveal the relationship between an arbitrary formula and the various prenex 
equivalents of that formula. However, Dreben, Andrews, and Aanderaa 
[1963] have discovered errors in Herbrand's proof. A corrected proof has 
been produced by Denton and Dreben [1969]. 

EXERCISES 

I. Using Herbrand's Theorem, prove that the formula \lx3yPxy -+ 3y\lxPxy 
is not a theorem of the predicate calculus. (See the exercise on page 54.) 

2. Let A be any identity-free, prenex formula of the form 

\Ix! ... 'v'Xm3Yl .. . 3YnB, 

where B is the matrix of A and no n-place function symbols occur in B for 
n > O. Describe a decision procedure for determining whether or not A 
is a theorem of the predicate calculus without identity. 

4.3 The eliminability of the identity symbol 

Herbrand's Theorem can be used to prove that the identity symbol can be 
eliminated from proofs in the predicate calculus of formulae which do not 
themselves contain the identity symbol. 

THEOREM IIl.l5. If A is an identity-free formula alld rpc A, then rpC' A. 

Proof. We may assume that A is a prenex formula since for any e-free, 
identity-free formula A there exists an identity-free prenex formula A' such 
that rpC' A ... A' (cf. the proof of Theorem 11.24). Since rpc A and A is 
identity-free, then by the first half of Herbrand's Theorem there exists a 
positive integer p such that A is a p-tautology. By the second half of Her­
brand's Theorem this implies rpC' A. 

The climinability of the = -symbol does not hold for the e-calculus since the 
E2-axioms are needed for proving theorems which do not themselves contain 
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the identity-symbol. For example, if P, Q, and R are I-place predicate 
symbols, the formula 

(Vz(Pz <-> Qz)" RexPx) -+ ReyQy 

is a theorem of the e-calculus by virtue of axioms El and E2, but there exists 
no identity-free proof of this formula. 

EXERCISE 

Modify the axioms of the e-calculus to obtain an equivalent formal system 
in which the identity symbol is eliminable. (Hillt: see Chapter I, §6.) 

CHAPTER IV 

FORMAL THEORIES 

1 Introduction 

The objective of this chapter is to reveal the role which the e-symbol can 
play ip the study of formal theories. First of all, we shall explain how the 
formalists used the e-symbol and the e-Theorems in constructing finitary 
consistency proofs of various formal theories. Secondly, we shall see how the 
formulation of certain theories can be simplified if the e-calculus rather than 
the predicate calculus is used as the underlying formal system. Lastly, we 
shall investigate the relationship between the e:symbol and the axiom of 
choice in formal set theory. 

A formal theory:Y consists ofa vocabulary 1', a formal system cF for 1', 
and a set.sd of formulae of .'1'(1'). Thus we may regard a formal theory:Y as 
an ordered triple <i/',cF,.sd). The members of.sd are called the (non-logical) 
axioms of:Y, i/' is called the vocabulary of:Y, and cF is called the ullderlying 
formal system of:Y. Alternatively, we often say that :Y is based vn cF. By an 
abuse of language we often say a 'formula of :Y' instead of a 'formula of 
.'1'(1')'. Furthermore, if :Y is based on the predicate calculus we say a 
'formula of :Y' instead of an 'e-free formula of .'1'(1')'. Throughout this 
chapter most of the formal theories we deal with are based either on the 
predicate calculus or on the e-calculus. 

Let :Y be some formal theory <i/',cF,.sd). A formula A of .'1'("r) is a 
theorem of:Y if and only if .sd 1-9' A. The theory :Y is inconsistent if f is a 
theorem of !!T; otherwise it is consistent. A theory :?I' is an extension of a 
theory :Y is every formula of:Y is a formula of :Y' and every theorem of :Y 
is a theorem of :Y'. Two theories are said to be equivalent if each is an ex­
tension of the other. An extension :Y' of :Y is an inessential extension of :Y 
if every formula of :Y which is a theorem of :Y' is also a theorem of :Y. 
Obviously if :Y' is an inessential extension of :Y, then :Y is consistent if and 
only if :Y' is consistent. 

2 Finitary consistency proofs 

Suppose :Y is a theory based on the predicate calculus. If there exists a 
model 9n which satisfies the set.sd of axioms of :Y, it follows that:Y must be 
consistent. For, the soundness of the predicate calculus implies that every 
theorem of:Y must be true in the model \In. Since the formula f is false in all 
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models, then I is not a theorem of :T, and :T is consistent. The objection to 
this type of consistency proof is that a very strong metatheory is required. 
For example, the cardinality of the model may be infinite, and in order to 
show that I is not a theorem of:T one must use non-constructive arguments 
to show that the axioms of the predicate calculus are true in this model. One 
of the main contributions of the formalists was in showing that for certain 
special theories this type of consistency proof can be carried out in a com­
pletely finitary way by appealing to the First 8-Theorem rather than to the 
soundness of the predicate calculus. 

To illustrate the formalists' method we shall prove the consistency of the 
following simple theory S. 

Let j/" be the vocabulary consisting of the single 2-place predicate symbol 
<, where as usual we write s < t instead of <sl, and let .91 be the set con­
sisting of the following five formulae: 

SI \lXi(X < x), 
S2 \lx\ly\lz«x < y I\y < z) -+ x < z), 
S3 \lx\ly(x < y v y < x v y = x), 
S4 \lx3y(x < y), 
S5 3x\ly(x = y v x < y). 

We define S to be the formal theory <1'",PC(1'"),d). Obviously, the model 
consisting of the set of positive integers with the usual ordering relation 
satisfies the set .91, and therefore by a non-finitary argument it follows that S 
is consistent. However, despite the fact that every model which satisfies .91 
has infinite cardinality we can still prove the consistency of S in a completely 
finitary way. 

First of all, we modify S so that its axioms are all \I-prenex formulae. Let 
1'"' be the vocabulary obtained from 1'" by adjoining the O-place function 
symbol c and the I-place function symbolg, and let .91' be the set offormulae 
obtained from .91 by replacing formulae S4 and S5 by 

S4' \lx(x < gx), 
S5' \ly(c = yvc < y). 

We define S' to be the formal theory <1'"',PC(1'"'),d'). Since S4' and S5' 
are Skolem resolutions of S4 and S5, then by Skolem's Theorem, S' is an 
inessential extension of S, and therefore S' is consistent if and only if S is 
consistent. 

Let Y be the set of matrices of the members of .91'. Thus Y consists of the 
following five quasi-formulae: 

SI" 
82/1 
83" 

i(X < x), 
(x < Y I\y < z) -+ x < z, 
x < y v y < xv y = x, 

§2 

8411 

S5" 
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x < gx, 
c=yvc<y. 
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In order to prove the consistency of S', and therefore of S, we shall describe an 
effective procedure for assigning truth values to all elementary formulae of 
2(1'"') in such a way that every substitution instance of a member of Y has 
the value I ('true'). It will then follow by the First e-Theorem that I is not a 
theorem of S'. 

First of all, to any formula of the form s = t we assign the value I if sand 
t have the same length, and the value 0 if they do not. Similarly, to any 
formula of the form s < 1 we assign the value I if the length of s is less than 
the length of I, and the value 0 if it is not. Notice that one can effectively 
compare the lengths of any two expressions by successively crossing off the 
initial symbol from each of them until (at least) one of them is reduced to 
the empty expression. As usual, we assign the truth value 0 to the formula I. 
Since every atom of 2(1/"') is either the formula I or a formula of the form 
s = lor s < t, then this assignment of values to the atoms can be extended 
to all elementary formulae by means of the truth functional interpretations 
of the propositional connectives. 

We shall now show that, for any elementary formula B, if B is a theorem of 
S', then B has the truth value 1. By the First e-Theorem, if B is a theorem of 
S', then there exists a set Z of substitution instances of the members of Y such 
that Z rEC B. However, it is easy to see that every member of Z must have 
the value I, and furthermore every EI-axiom and every E3-axiom must have 
the value 1. Since the propositional axioms are tautologies and since the rule 
of modus ponens preserves the truth value I, then B has the value I. However 
I has the value O. Consequently I is not a theorem of S', and therefore S' 
and S are consistent. 

In general, we may describe the formalists' method of proving consistency 
as follows. Suppose :T is some theory based on the predicate calculus. By 
replacing each axiom of:T by some prenex equivalent of that axiom and then 
taking the Skolem resolutions of these prenex formulae and adjoining the 
new Skolem functions to the vocabulary, one obtains a theory :T' which is 
an inessential extension of :T. One then tries to find an effective assignment 
of truth values to the atomic formulae of:T' such that every El-axiom, every 
E3-axiom, and every substitution instance of the matrices of the axioms of IT' 
has the value I under this assignment. If this can be done, it then follows that 
both :T' and :T are consistent. A detailed account of this method of proof is 
given in Hilbert and Bernays [1939], where the principal results are embodied 
in the Consistency Theorem (Widerspruchsfreiheils- Theorem, pages 36-37). 

This method of proof actually establishes more than just the consistency of 
:T, since one shows that every elementary theorem of:T has an elementary 

M.L.-7 
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proof, i.e., one without quantifiers. A major objective of Hilbert's formalist 
programme was to justify the use of infinity in mathematics by proving that 
the non-finitary statements and methods can be eliminated from proofs of 
finitary (i.e. elementary) statements. Kreisel [1964J, page 157, explains this 
aspect of Hilbert's programme as follows: 

' ... The Consislency Problem was associated with the problem of under­
standing the concept of infinity. He (Hilbert) sought such an understanding 
in understanding the use of transfinite machinery from a finitist point of view. 
And this he saw in the elimination of transfinite (e-) symbols from proofs of 
formulae not containing such symbols. He was convinced from the start 
that such an elimination was possible, and expressed it by saying that the 
problems of foundations were to be removed or that doubts were to be 
eliminated instead of saying that they were to be investigated.' 

The classical logic of mathematics, as formalized by the predicate calculus, 
transcends the limits of finitary reasoning since it admits statements which 
refer to an infinite totality of objects. For example, if p is a prime number, 
the statement 'there exists a prime number which exceeds p' is non-finitary, 
since it asserts the existence of a number having a certain prop'erty in the 
infinite totality of numbers which exceed p. On the other hand, the stronger 
statement 'there exists a prime number between p + I and p! + I' is finitary 
since it can be expressed as a finite disjunction (cf. Hilbert [1926J). Further­
more, certain arguments which are used in classical logic and which can be 
formalized in the predicate calculus are unacceptable from the finitary point 
of view. For example, in classical logic one can prove that there exists a 
number which has a certain property by deducing a contradiction from the 
assumption that every number does not have this property. 

Perhaps, the main significance of Hilbert's First e-Theorem is the following. 
Although classical logic, as formalized by the predicate calculus, contains 
certain non-finitary elements, any proof of a finitary statement can be con­
verted into a finitary proof of that statement. It is in this sense that Hilbert 
justifies the use of the concept of infinity, 

Unfortunately, this use 01 the First e-Theorem has a very limited range of 
applications. If the formal theory under consideration is at all complicated, 
the First e-Theorem may be inadequate for proving the eliminability of non­
finitary elements from proofs of finitary statements. We shall consider such 
a theory in the following sections. 

3 Formal Arithmetic 

As we have already mentioned, one of the primary goals of Hilbert's 
formalist programme was to prove by finitary means the consistency of 
formal arithmetic, i,e., the theory which deals with the additive and multi-
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plicative structure of the natural numbers. In the following sections we shall 
describe the way in which Hilbert hoped to use the e-symbol to prove this 
consistency result. 

Arithmetic can be formalized as follows. Let i/' be the vocabulary consist­
ing of the O-place function symbol 0 (which designates the natural number 0), 
the I-place function symbols' and g (which designate, respectively, the 
successor function and the predecessor function), and the 2-place function 
symbols + and, (which designate addition and multiplication). As usual, we 
write (t)', (s + f), and (s . I) instead of't, +Sl, and, sl, and we shall omit 
parentheses whenever their omission gives rise to no ambiguity. Let d be 
the set consisting of the following formulae: 

NI 
N2 
N3 
N4 
N5 
N6 
N7 

VXi(O = x') 
VxVy(x' = y' -+ x = y) 
Vx(x + 0 = x) 
VxVy(x + (y), = (x + y)') 
Vx(x· 0 = 0) 
VxVy(x . (y), = (x . y) + x) 
Vx(O = x v (gx)' = x) 

and all universal closures of quasi-formulae of the form 

I A(O) -+ Vx(A(x) -+ A(x')) -+ VxA(x). 

The form I is called the axiom schema of induction and any universal closure 
of a quasi-formula of this form is called an induction axiom. Formal arithmetic, 
which we denote by N, is now defined as the formal theory (1"",PC(1""),d). 
Actually, the function symbol g and axiom N7 are usually omitted in formaliz­
ations of arithmetic. We include them here only for technical reasons. 
Notice that formula N7 is the Skolem resolution of Vx3y(O = x v y' = x). 
This latter formula can be deduced without using axiom N7. 

Let 91 be the model (M,IT,<I» for 1"", where M is the set of natural numbers, 
IT assigns the above-mentioned interpretations to the symbols 0, ',g, +, 
and . and assigns the number 0 to every individual symbol, and <I> is the 
least number operator, i.e., for any subset Ml of M, if Ml is non-empty, 
<I>(M,) is the least member of M I , and if M, is empty, <I>(MI) is O. (For the 
interpretation of the predecessor function g we arbitrarily define the prede­
cessor of 0 to be 0.) We shall refer to this model as the slandard model of 
arithmetic, Since every axiom of N is true in 91, then by the soundness of the 
predicate calculus every theorem of N is true in 91. 

Since it is possible to prove in N aU the usual results about the addition 
and multiplication of natural numbers, the formalists felt that this theory was 
an adequate formalization of arithmetic and that a finitary proof of its 
consistency would justify the use of non-finitary statements in informal 
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arithmetic. However, Godel [1931J proved two profound results which under­
mined the whole formalist programme. His first result, which implies that N 
is not an adequate formalization of arithmetic, was that if N is consistent 
then there exists an a-free formula A, containing no individual symbols, 
such that A is true in the standard model 9~ but is not a theorem of N. 
Furthermore, this deficiency cannot be rectified by adding new axioms to 
N. His second result, a corollary of the first, showed that any proof of the 
consistency of N must involve tcchniques or concepts which cannot be 
formalized within N. In particular, this result ruled out the possibility of 
proving the consistency of N by finitary reasoning. 

Despite Godel's results it is worth while examining Hilbert's unsuccessful 
attempt to find a finitary consistency proof of N since his methods can be 
used both to demonstrate the consistency of weakened versions of Nand 
also to prove, using a non-finitary but limited metatheory, that N itself is 
consistent. Furthermore, his whole approach provides ns with a clear 
analysis of the nature of the abstract and the concrete in mathematics. 

EXERCISES 

I. Prove that the following formulae are theorems of N: 
(i) \lx\ly(x + y = y + x), 

(ii) \lx\ly(x' y = y' x), 
(iii) \lx\ly\lz(x' (y + z) = (x . y) + (x' z». 

2. For any quasi-terms s and I, let s < I be an abbreviation of the quasi­
formula 3",(s + w' = I), where II' is some variable which does not occur 
free in s or I. Prove that with this definition of < the axioms SI-S5 of 
the theory S (page 86) are theorems of N. 

(For solutions of these exercises sec Mendelson [1964J, pages 104-112.) 

3.1 Numerals and numerically true formulae 

The consistcncy of N would be established if we could prove that every 
theorem of N has a certain property which the formula t does not have. If 
we were to allow ourselves the lUXury of using non-finitary reasoning, a 
suitable property would be 'truth in the standard model'. Of course, from 
our finitary point of view this property is far too abstract. However, we shall 
now show that if we restrict our attention to elementary formulae and replace 
the abstract notion of 'natural number' by the concrete notion of 'numeral', 
we can define in concrete terms an effective notion of 'numerical truth', 
Having defined this notion, we can then try to prove that every elementary 
theorem of N is numerically true, thus establishing the consistency of N. 

An exprcssion of the language :£(1/') is called a numeral if the only symbol 
occurring in that expression is the function symbol '. Thus, in particular, 
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the empty expression e is a numera1. We shall refer to this numeral as zero. 
For any numeral 11, the successor of 11 is the numeral n' and the predecessor 
of n is the numeral obtained from n by removing the last occurrence of ' in 
n. For any two numerals m and n, the swn of m and n is the numeral mn, and 
the producl of m and n is the numeral obtained from n by replacing each 
occurrence of the symbol' in n by the numeral 111. For example, the successor 
of the numeral zero is " the predecessor of III is ", the sum of {/ and /II is 11111, 

and the product of 11/ and /I is 111111, 

To each e-free term I of the language :£(1/') we assign a unique numeral n, 
called the numerical value of I, as follows. To each individual symbol a and 
to the symbol (j we assign the numeral zero. If we have already assigned the 
numerals m and n to the terms s and I respectively, then we assign the suc­
cessor of 111 to the term s', the predecessor of m to the term gs, the sum of 111 

and n to the term s + I, and the product of m and n to the term s . I. Now 
to any e-free formula of the form s = I we assign the truth value I if the 
numerals assigned to s and I are of the same length, i.e., if s and I have the 
same numerical values. Otherwise, we give it the truth value O. For example, 
for any e-free terms s and I, to the formula 

s· (I)' = (s' I) + s 

is assigned the truth value I, and to the formula 

is assigned the truth value O. 
Since the vocabulary 1/' contains no predicate symbols, every elementary 

formula of :£(1/') is built up by means oftbe propositional connectives from 
formulae of the form s = I and possibly the formula t. Consequently by 
using the above assignment of truth values to formulae of the form s = t 
and by giving the symbols t, -" A, V, and ... their usual truth functional 
interpretations, we can assign a unique truth value to any elementary formula 
B. If this truth value is I, we say that B is numerically Irue. For example, 
an elementary formula of the form s' = t' ... s = I is numerically true, 
since regardless of what numerals are assigned to s and I the case where 
s' = I' has the truth value I and s = I has the truth value 0 can never arise. 
It is important to observe that this definition of numerical truth is an effective 
one. In other words, for any given elementary formula B, the above definitions 
describe an effective procedure for determining whether or not B is numerically 
true. 

EXERCISES 

1. Prove that every e-free substitution instance of the matrices of axioms 
NI-N7 is numerically true. 
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2. Let N, be the theory whose axioms are the formulae NI-N7. Give a 
finitary proof of the consistency of this theory. 

3.2 Formal arithmetic based on the B-ealeulus 

We now turn to the problem of proving that every elementary theorem of 
N is numerically true. The exercises at the end of the last section reveal that 
the First e-Theorem provides a simple solution to this problem if we exclude 
the induction axioms from N. However, when the induction axioms are 
included, the problem is much more difficult, since these axioms are not 
V-prenex formulae. Although we know by Skolem's Theorem that N has an 
inessential extension N' in which all the axioms are V-prenex formulae, in 
order to form N' we must replace each induction axiom by the Skolem 
resolution of some prenex equivalent of that axiom and adjoin the new 
Skolem functions to the vocabulary "Y. Obviously, the theory N' which is 
obtained in this way is very complicated, and it seems unlikely that one could 
devise an effective notion of numerical truth for the elementary formulae of 
this theory. 

In order to overcome this difficulty Hilbert and Bernays define a new 
formalization of arithmetic, which we shall denote by N" which is based on 
the B-calculus and in which the e-symbol is used in effect as a least number 
operator. The formulation of the theory N, is based on the well-known fact 
that the principle of mathematical induction is deducible from the principle 
of the least number. 

We can define the theory N, as follows. Let"Y be the vocabulary used in 
defining the theory N and let d, be the set of formulae of .!l'("Y) which are 
instances of the following axiom schemata: 

Nl' 
N2' 
N3' 
N4' 
N5' 
N6' 
N7' 

1(0 = t') 
s' = t' -+ s = t 
s+O=s 
s + (t)' = (s + t)' 
s'O=O 
s' (t)' = (s· t) + s 
o = s v (gs)' = s 
IA(exA) --> IA(t) 
t' = exA --> I A(t) 

We now define N, to the theory <"Y,e("Y),d,) where as usual, eU") denotes 
the e-calculus for -I". A formula of the form e, is called an e,-axiom and one 
of the form e2 an e2-axiom. Note that the 8,-axioms are theorems of the 
e-calculus by virtue of axiom schemata Q3 and Q4. However, it is convenient 
to include formulae of this form as axioms of the theory in order to prove 
the eliminability of the quantifiers. 
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Recall that the choice function ell of the standard model 91 was defined as 
the least number operator. It is easy to see that with this interpretation of the 
e-symbol the e2-axioms are all true. Consequently all the axioms of N, are 
true in 91, and therefore by the soundness of the e-calculus every theorem of 
N, is also true in 91. 

However, the least number operator is not the only interpretation of the 
e-symbol which would satisfy the e,-axioms. These axioms merely state, 
intuitively, that the number denoted by exA is not the successor of a number 
having the property A. For example, if A is the quasi-formula 

3y(y' 0" = x), 

i.e., 'x is an even number', then there is no way of knowing which even 
number exA designates, since the e2-axiom exA = t' --> IA(t) merely states 
the obvious fact that the even number designated by exA is not the successor 
of an even number. 

Despite the fact that the e2-axioms do not uniquely characterize the e­
symbol as a least number operator, we shall now see that these axioms are 
still strong enough to provide us with the principle of mathematical induction. 

THEOREM IV.I. If B is any formula of .!l'("Y) of the form 

A(O) --> VX(A(x) --> A(x'» --> VxA(x) 

then d, 1-, B. Furthermore, if B is a proper formula and x does not have afree 
occurrence in A(x) within the scope of an e-symbol, then .91 e I- e * B. 

Proof. Let s be the term 8xIA(x) and let X be the set 

d, u {A(O), VX(A(x) --> A(x'»)). 

By virtue of the V-introduction rule and the -->-introduction rule it is sufficient 
to prove X 1-, A(s). The proof is as follows, where we let t be the term gs. 

(I) XI-O=svt'=s 
(2) X I- A(O) 
(3) X I- (0 = S 1\ A(O» --> A(s) 
(4) XI- 0 = s --> A(s) 
(5) X I- VX(A(x) --> A(x')) 
(6) X I- A(t) --> A(t') 
(7) X I- (t' = s 1\ A(t')) --> A(s) 
(8) X I- t' = s --> IIA(t) 
(9) XI- t' = s --> A(s) 
(10) X I- A(s) 

axiom N7' 
member of X 
Theorem 11.22 
tautology rule from (2) and (3) 
member of X 
V-elimination 
Theorem 11.22 
e2-axiom and definition of s 
tautology rule from (6), (7), and (8) 
tautology rule from (I), (4), and (9) 

For the special case where B is a proper formula and x does not have a free 
occurrence in A(x) within the scope of an e-symbol, the proof is the same 
except that steps (3) and (7) are justified by Theorem III.5. 
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Often in mathematics it is simpler to use the principle of the least number 
than to use mathematical induction. Similarly, because of the e2-axioms it is 
often easier to prove theorems in N, than it is in N. For example, there 
exists a very simple proof in N, of the formula VX'l(x' = x). Let t be the 
term ex'l 'lex' = x). Then the formula t' = t --> 'l 'l 'let' = t) is an e2 -

axiom. By the tautology rule 'l (t' = t) is a theorem of N" and by the 
V-introduction rule, 'Ix 'l (x' = x) is also a theorem. To prove that this 
formula is a theorem in N one must use axioms NI, N2, and an induction 
axiom. 

Theorem IV.I can now be used to prove that N, is an extension of N. 

THEOREM IV.2. If A is a theorem ofN, then sf, r " A, and therefore A is a 
theorem ofN,. 

Proof Let $ be a proof of A in N. Thus $ is a deduction in the predicate 
calculus of A from some finite set X where each member of X is an (e-free) 
axiom of N. By Theorem II1.3, there exists a deduction $, of A from X in 
the e'-calculus. It is easy to see that for each B, in X, sf, r " B,. For, if B, 
is one of the axioms NI-N7 of N, then B, follows by the V-introduction rule 
from an instance of the corresponding axiom schema in Nt' and ~f Bi is an 
induction axiom, then sf, r,. B, by the V-introduction rule and Theorem IV. I. 
Consequently sf, r,. A by Theorem II.3(H). 

EXERCISES 

I. Prove that axiom schema NI' is redundant in the theory N,. In other 
words prove that any formula of the form 'l (0 = t') is deducible from the 
other axioms of N,. Using finitary reasoning prove that axiom NI is not 
redundant in the theory N. (Hint: Use the techniques employed in proving 
Theorem II.15.) 

2. Prove that Ne is an inessential extension of N, or in other words, prove 
that for any e-free formula A, A is a theorem of N if and only if A is a 
theorem of N,. (Hint: Adjoin the ,-symbol and the appropriate rules of 
inference to the theory N to form the theory N, (cf. Hilbert and Bernays 
[1934J). By replacing every e-term, exA, by the I-term 'the least x such 
that A' show that every e-free theorem of N, is a theorem of N,. The 
desired result now follows by Hilbert and Bernays' proof of the elimin­
ability of the I-symboL) Why is the Second e-Theorem inadequate for 
solving this problem? 

3.3 Quantifier-free proofs 

We now return to the problem of proving the consistency of N. In view of 
Theorem IV.2, in order to prove the consistency of N it is sufficient to prove 
the consistency ofN,. This result in itself does not really simplify the problem, 
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since Nt is also a rather complicated theory. However, we shall now show 
that in fact it is sufficient to prove the consistency of a quite simple sub­
theory of N,. 

A well-formed expression of 2(1') is quantifiel'-free if the symbols 'land 3 
do not occur in that expression. A quantifier-free proof is now defined to be 
a proof in N, in which every formula is quantifier-free and in which the rule 
of relabelling bound variables may be used as a basic rule of inference. 
More precisely, a quantifier-free proof of B is a sequence <A" .. . , A,> of 
quantifier-free formulae of 2(1') such that A, is B and for each i = I, ... , n 
at least one of the following is true: 

I. A, is an instance of one of the axiom schemata PI-PIO, EI, E3, NI'-N7', 
8 1) or82; 

2. A, follows by modus ponens from Aj and Ak for somej, k < i; 
3. A, is a variant of Aj for somej < i. 

(Recall that A is a variant of B if A can be obtained from B by a succession 
of admissible relabellings of bound variables.) Strictly speaking, a quantifier­
free proof of B is not a proof in N" since the rule of relabelling bound vari­
ables is only a derived rule of inference in the e-calculus. However, it is 
obvious that any quantifier-free proof of B can be converted into a proof 
of Bin N,. On the other hand, a proof in N, of some quantifier-free formula 
B cannot necessarily be converted into a quantifier-free proof of B, since 
within a quantifier-free proof there are no formal counterparts of the E2-
axioms. Nonetheless we can prove the following weaker result which is all 
that is needed to simplify the problem of proving the consistency of N. 

THEOREM IV.3. For any elementary formula B, if B is a theorem of N, then 
there exists a quantifier-free proof of B. 

Proof Since B is a theorem of N, then by Theorem IV.2 there exists a 
deduction $ in the e'-calculus of B from sf,. We now eliminate the quantifiers 
from $ as follows. 

First of all we replace every occurrence of V by 'l3 'l, thus converting every 
QI-axiom and Q2-axiom into a tautology without damaging any of the 
other axioms, and without affecting B since B is elementary. (Recall that E2-
axioms are not used in the e'-calculus.) In this way we obtain a proof $, of 
Bin N, such that no formula in $, contains the symbol V. 

The following procedure can now be used to eliminate every occurrence of 
the symbol 3. We start with some quasi-formula of the form 3xA in $, 
where A is quantifier-free. If 8xA is free for x in A, we replace every occurrence 
of 3xA in $, by A(exA). On the other hand, suppose that exA is not free for 
x in A. For example, A might be y = ey(y = x). Let i! be some variant of A 
such that exit is free for x in i!. For example, if A is y = ey(y = x), let i! 
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be y = ez(z = x). We may now replace every occurrence of 3xA in 9, by 
A(exA). Successive applications of this procedure will eventually yield a 
sequence 9, of quantifier-free formulae whose last member is the original 
formula B. Every Q3-axiom in 9, will have been converted into an e,-axiom 
(or a variant of an e,-axiom), every Q4-axiom will have been converted into 
a tautology (or a variant of a tautology), and the remaining axioms will have 
been converted into axioms of the same form (or variants of such axioms). 
Consequently we obtain a quantifier-free proof of B. This completes the proof. 

The following example reveals why it is necessary in the above proof to 
ensure that exA is free for x in A before replacing 3xA by A(exA). Let A be 
y = ey(y = x) and let A, be t = ey(y = x) where t is some quantifier-free 
term. Then the formula 

t' = ey3xA -> 13xA, 

is an e,-axiom. If we were to eliminate the symbol 3 from this axiom simply 
by replacing 3xA by A(exA) and 3xA, by A,(exA,) the resulting formula 

t' = eyA(exA) -> IA,(exA,) 

would not be an 6raxiom, since a free occurrence of yin exA becomes bound 
in A(exA) and therefore the formula IA,(exA,) is not of the form 
I [A(exA)]; as it should be. 

Historical Note: Theorem IV.3 is an improvement on the corresponding 
result proved by Hilbert and Bernays [1939] since their e-axioms include all 
formulae of the form 

e, s = t -> [exA]; = [exA]i 

as well as the .,-axioms and e2 -axioms. Clearly, such formulae are weaker 
versions of the E2-axioms. 

3.4 The consistency of arithmetic 

It now follows that in order to prove the consistency of arithmetic, as it is 
formalized by the theory N, it is sufficient to prove the following proposition. 

PROPOSITION I. For any elementary formula B of !t?(1/'), if there exists a 
quantifier-free proof of B, then B is numerically true. 

Once this proposition has been proved, it then follows by Theorem IV.3 
that every elementary theorem of N is numerically true. Since the elementary 
formula f is not numerically true, then f is not a theorem of N, and N is 
consistent. We know by Gode]'s results that the above proposition cannot be 
proved by finitary reasoning since we would then have a finitary proof of 
the consistency of arithmetic. However, Hilbert and Bernays [1939] show 
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that a finitary proof is possible if a certain condition is imposed on the e,­
axioms. We shall now see what that condition is and what effect it has on the 
original theory N. 

For any e,-axiom IA(exA) -> IA(t) or any ,,-axiom t' = exA -> IA(t), 
the term exA is said to belong to that axiom. The rank of an e,-axiom is now 
defined to be the rank of the e-term belonging to it. It follows from our 
definition of rank (page 70) that the rank of an e,-axiom, 

t' = exA -> I A(t), 

equals 1 if and only if x does not have a free occurrence in A within the scope 
of an e-symbol. We can now give an exact statement of the result which 
Hilbert and BCl'nays prove. 

PROPOSITION II. For any elementary formula B of !t?(1/'), if there exists a 
quantifier-free pmof of B in which the rank of every e,-axiom equals 1, then 
B is numerically true. 

If we carry this restriction on the e,-axioms back to the original theory N, 
it follows that N is consistent provided that we define the induction axioms 
to be all universal closures of quasi-formulae of the form 

A(O) -> VX(A(x) -> A(x')) -> VxA(x) 

where x does not have afree occurrellce in A(x) withillthe scope of a quantifier. 
We shall refer to this weakened version of N as restricted arithmetic. 

The proof of Proposition II is rather long and complicated, and instead of 
giving all the details we shall merely outline the basic ideas. 

Let B be any elementary formula of !t?("Y) and let 9 be a quantifier-free 
proof of B in which the rank of every e,-axiom equals 1. We would like to 
prove that B is numerically true. First of all, using essentially the same 
techniques which we used in proving the Rank Reduction Theorem we can 
eliminate from 9 all the e-terms with rank> 1. Consequently, we may assume 
that the rank of every e-tenn occurring in 9 equals 1. In order to prove that 
B is numerically true, we would like to replace each e-term in 9 by an appro­
priate e-free term and then show that this total replacement (Gesamtersetzullg) 
of e-terms bye-free terms converts every formula in 9 into a numerically true 
formula. Since the instances of axiom schemata PI-PIO, EI, E3, Nl'-N7' are 
converted into numerically true formulae no matter what terms are used to 
replace the e-terms, our only concern is in finding a total replacement of 
e-terms which will convert the B1-axioms and Eraxioms into numerically true 
formulae. (Because of the rule of relabelling bound variables we must also 
make sure that any two e-terms which are variants of each other are replaced 
by the same term. This presents no difficulty if we simply regard any two 
such terms as being the same term.) 

To illustrate how such a total replacement can be found we shall consider 
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the special case where no e-term in [j) contains another 8-term as a subterm. 
(In the terminology of Hilbert and Bernays this is the case where the degree 
of every e-term in [g equals 1.) Since the rank of every e-term in [g equals 1, 
it follows from this additional restriction that if exA occurs in [g, then A is 
e-free. In order to find a total replacement of e-tenns which will convert the 
8,-axioms and e2-axioms into numerically true formulae we proceed by trial 
and error. Let R, be the total replacement whereby each e-term is replaced 
by O. Notice that every e2-axiom is thereby converted into a numerically true 
formula of the form 

t' = 0 -> IA(t). 

If R, works, then we are done. If not, then certain of the 8,-axioms must be 
to blame. Let 

IA(exA) -> IA(t) 

be one of the offending e,-axioms. Thus R, converts this axiom into the 
numerically false formula 

IA(O) -> IA(s), 

where s is obtained from I by replacing any e-terms in I by 0. Notice that the 
quasi-formula A is unaffected by the replacement R, since A is e-free. We now 
compute the numerical value of s and the truth values of the formulae 

A(O), A(O'), A(O"), ... , A(O") 

where /1 is the numerical value of s. Let A(r) be the first formula in the series 
which is numerically true. Such a formula exists since IA(O) -> IA(s) is 
numerically false and therefore the formula A(O") is numerically true. We shall 
refer to the term r as the minimal value of exA. It is easy to see that if exA 
is replaced by r, then the e,-axioms and e2-axioms to which exA belongs are 
converted into numerically true formulae no matter what terms are used to 
replace the other e-terms. Let R2 be the total replacement whereby 8xA (and 
all its variants) are replaced by r and all the other e-terms are replaced by O. 
If R2 works, we are done. If not, we calculate the minimal value of one of the 
offending e-terms and then define a new total replacement R3 as before. 
After at most m + I such attempts, where m is the number of e-terms in [g, 

we arrive at a total replacement which converts every formula in [g into a 
numerically true formula, thus proving that B is numerically true. 

Of course the above restriction on the -'degree' of the e-terms in !?2 consti­
tutes a very special case. In the general case the e-free term which is used to 
replace one e-term will depcnd on the terms which are used to replace the 
subterms of that te1'1n. However Hilbert and Bernays show that the basic 
ideas which we have just used in dealing with the special case can be applied 
to the general case to provide a total replacement which converts all the 
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formulae in !?J illtO numerically true formulae, assuming that every e-term in 
[g has rank = 1. In this way they prove Proposition II and therefore the 
consistency of restricted arithmetic. 

The basic ideas underlying Hilbert and Bernays' proof were originally 
devised by Ackermann [1924] in his doctoral dissertation written under 
Hilbert. As we have already mentioned, this was the first published work in 
which the e-symbol was used. It is interesting to point out that Ackermann's 
dissertation was intended to prove the consistency of analysis. However, at 
the time of publication an error was discovered which invalidated many of 
the results. In order to correct the error Ackermann introduced a footnote 
(page 9) which severely restricted the formal theory he was dealing with. The 
proof of the consistency of restricted arithmetic which is given in Hilbert 
and Bernays [1939] and which we have jllst described is based on a letter 
from Ackermann to Bernays in which Ackermann clarifies and develops the 
methods used in his dissertation. Other finitary proofs of the consistency of 
restricted arithmetic were discovered by von Neumann [1927] and Herbrand 
[1931]' (For further historical details and for English translations of many 
important papers and lectures by Hilbert, Bernays, von Neumann, Acker­
mann, and Herbrand, see van Heijenoort [1967].) 

The formalists' attempts to find a finitary proof of the consistency of 
unrestricted arithmetic came to an end in 1931 with the publication of 
GOdel's famous paper. By modifying GOde!'s argument, Hilbert and Bernays 
[1939], pages 324-340, show that no proof of the consistency of N can be 
formalized within N. Thus any consistency proof must in some way or other 
involve techniques which cannot be formalized in N. Gentzen [1936] and 
Ackermann [1940] have constructed such consistency proofs by using trans­
finite induction up to the first e-number (the first ordinal a such that of = a). 

Ackermann's proof is based on an extension of his earlier methods. By 
using transfinite induction he essentially shows that given any array of 8r 
axioms and ez-axioms it is possible to assign numerals to the Herms so that 
these axioms are all converted into numerically true formulae, thus proving 
Proposition I and the consistency of N. An exposition of Ackermann's proof 
is given by Wang [1963], pages 362-370. 

More recently, Tait [1965] has used recursive function theory to formalize 
the elimination of 8-tenns from quantifier-free formalizations of arithmetic. 
He proves that if S is arithmetic with induction up to some ordinal e, then 
the elimination of e-terms from proofs in S can be achieved by using second 
order functionals defined by transfinite recursion lip to e, ~(, ~(', ... etc. This 
theorem sharpens the results of Ackcrmann, Hilbert, and Bernays by making 
more explicit the meta theory which is used in eliminating the c-symbol. 

Gentzen's proof [1936] of thc consistency of arithmetic depends on the 
eliminability of a certain rule of inference, the cut rule, and does not involve 
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the e-symbo!. In many ways this method of proof is more straightforward 
than that of Ackermann. A simple version of this proof is given by Mendelson 
[1964], pages 258-270. 

4 Theories based on the e-calculus 

The e-calculus is often used instead of the predicate calculus in formalizing 
certain mathematical theories, particularly arithmetic and set theory. The 
advantages of using the e-calculus in this way are many. We have already 
discussed how the e-calculus can be used to prove the consistency of arith­
metic. We shall now consider how the e-symbol can simplify the actual 
formulation of a theory. It has been seen in Chapter II, §12 that the formula­
tion of the underlying logic is simplified by the availability of the e-symbol, 
since, for example, the e-calculus provides simple derived rules of inference 
for the introduction and elimination of quantifiers. Three other advantages 
of using the e-calculus as the basis of a theory are: (i) the I-symbol is super­
fluous, since its role is assumed by the e-symbol; (ii) Skolem functions can 
be explicitly defined as e-terms; (iii) the e-symbol can be used to define 
certain entities and concepts whose intended interpretations are to some 

. extent indefinite. . 
If one is to use the e-calculus rather than the predicate calculus in formaliz­

ing some mathematical theory one would like to know how this formalization 
compares with the corresponding formalization based on the predicate 
calculus. Obviously, the Second e-Theorem provides the following answer to 
this qucstion. 

THEOREM IVA. Let :Y be the theory <'f",PC('f"),d) where every member of 
.01 is e-free, and let :Y, be the theory <'f",e('f"),d). Thenfor any e-free formula 
A of .5f('f"), A is a theorem of:Y if and only if A is a tlzeorem of :Y,. In otlzer 
\vords, !!7 t is an inessential extension of:Y. 

Proof If A is a theorem of :Y, then by Theorem IIL2, A is a theorem of :Y ,. 
Conversely, if A is a theorem of :Y, then by the Second e-Theorem A is a 
theorem of :Y. 

It is important to notice that the above theorem would not hold if we 
removed the condition that every member ofd is e-free, since the Second 
e-Theorem could no longer be used. We shall return to this important point 
when we discuss formalizations of set theory which are based on the e-calculus. 

We shall now look at some of the simplifications which the e-calculus 
provides. 

4.1 The I-symbol 

It is often desirable to have within a formal theory :Y some way of desig­
nating 'the unique x such that A'. The I-symbol was introduced for just this 
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reason. The formal treatment of this symbol is given by the following I-rule 
(cf. Hilbert and Bernays [1934] page 384): 

If the formulae 

(I) 
(2) 

3xA 
VxVy«A /\ A~) --+ x = y) 

are theorems of a theory :Y, then IxA is a term of:Y and the formula 

(3) A(lxA) 

is a theorem of :Y. 

Formula (I) is called the existence condition and formula (2) the uniqueness 
condition. 

If the theory :Y is based on the e-calculus, then the I-symbol and I-rule are 
superfluous since one may replace IxA by exA. In this way (3) follows from 
(I) by the 3-elimination rule. 

One objection to the above treatment of the I-symbol is that when the I-rule 
is adjoined the concept of a term becomes undecidable since there may be no 
way of knowing whether or not formulae (I) and (2) are theorems (cf. 
Bernays [1958], page 49). For this reason the following approach is often 
used. We write 3 !xA as an abbreviation for 

3x(A /\ \ly(A; --+ x = y» 

where y is not free in A. Thus 3 !xA may be read as 'there exists a unique x 
such that A'. Notice that 3!xA is logically equivalent to the conjunction of 
formulae (I) and (2). We adopt the I-symbol as a new logical symbol of the 
language and we enlarge the rules of formation of the language so that for 
any quasi-formula A and any variable x, the expression IxA is a well-formed 
quasi-term. We then adjoin all formulae of the following forms as additional 
axioms of the theory: 

(4) 
(5) 

3 !xA --+ A(lxA) 
i3!xA --+ IxA = t, 

where t is some specified term of the language such as the symbol 0 in arith­
metic or the term denoting the empty set in set theory. Intuitively, these 
axioms say that if there exists a unique x such that A, then IxA designates 
that unique object, and if not, then IxA designates whatever t designates. 

Once again, however, if our theory is based on the e-calculus, there is no 
need to adjoin the I-symbol as a new logical symbol and adopt formulae (4) 
and (5) as additional axioms, since the quasi I-terms may be defined in terms 
of the e-symbol as follows: 

IxA =Dr8X«3!xA/\A)v(i3!xA/\x = t», 
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where I is the term in (5). In other words we regard IxA as the formal abbrevia­
tion of the expression on the right. With this definition of the I-symbol it is 
easy to prove that all formulae of the forms (4) and (5) above are theorems 
of the e-calculus and hence of our theory. To see this observe that any 
formula of the form 

(6) 3x«3!xA"A)v(13!xA"x = I)) 

is a theorem of the e-calculus, and therefore by the 3-elimination rule and our 
definition of IxA, the formula 

(7) (3!xA"A(lxA))v(13!xA",xA = I) 

is a theorem. Formulae (4) and (5) follow from (7) by the tautology rule. 

EXERCISE 

Prove that any formula of the form (6) is a theorem of the e-calculus. 

4.2 Skolem functions 

In §2 of this chapter we saw that by replacing the axioms of a theory Y 
by their Skolem resolutions and by adjoining the new Skolem functions to 
the vocabulary one can sometimes find a proof of the consistency of Y. This 
elimination of the existential quantifiers from the axioms of Y also provides 
a more practical formulation of the theory itself. For example, in set theory 
instead of stating the power set axiom in the usual existential form. 

(1) Vx3yVz(z E Y <-+ z S x), 

it is preferable to state it in the form 

(2) VxVZ(Z E ,,(x) <-+ Z S x), 

where the new function symbol n is taken as a primitive (cf. the system of 
Bernays [1958]). The availability of this symbol makes it possible to designate 
within the theory the power set of any given set. If, however, the theory is 
based on the e-calculus, there is no need to take the formula (2) instead of(1) 
as an axiom, since we can define ,,(I) for any I as follows 

n(l) =Df eyVz(z E y <-+ z S I). 

Under this definition of n, formula (2) follows from (1) by the 3-elimination 
rule. Thus, in general, if a theory :Y e is based on the 6-calculus, the axioms 
may be stated in the weaker existential form (or unresolved form) and the 
Skolem functions for the existential variables may be introduced by explicit 
definitions in terms of the e-symbol. By Thcorem IV.4 it follows that the 
introduction of these new function symbols does not essentially strengthen 
the theory, since any formula not containing these symbols which is a theorem 

1 
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ofY" is a theorem of the corresponding theory Y which is based on the 
predicate calculus (assuming that the axioms of Y, are e-free). 

This method of eliminating existential quantifiers by means of Herms ca~ 
be ,us~d to simplify not only the axioms oCY" but also the theorems. For 
example, suppose the formula ,,' 

(3) 3yVz(z E Y ..... B) 

is a theorem of some formalization of set theory, where B is a quasi-formula 
not containing a free occurrence of y. Formula (3) asserts that there exists' a 
set y whose members are those entities which satisfy B. Using the terminology 
of ~ourbaki (1954), wesay'S is collectivizing,in z;. Ids convenient, though 
not necessary, to have some formal apparatus-for designating this set. Such 
design~tions are possible if, fdr example, the. primitive symbols oftlieiheory 
indude the 'comprehension operator' .~, where the term 2B denotes'the set 
whose members arelMtntities which satisfy B. If, however, the e~symbolis 
available, the opetatdr'~ -need not be taken as a primitive, but can be 
defined explicitly as follows 

(4) 2B = Of eyVz(z E y <-+ B), 

whereB is any qua,si-filfinula and y·any variable which does ~ot occur free 
iri:B.·Then by formula c(3) and the3-elimination rule we obtain the,formula 

(5) Vz(z dB <-+ B), 

which asserts that the term 2B does designatethe required set. It is interesting 
to note that definition (4) may be used for any quasi-formula B, even if B 
is not collectivizing in z. For example, B may be the quasHormula IZ E z. 
This definition of 2B does no.! introduce any contradictions, such as Russell's 
paradox, since formula (5) depenas on (3), i.e. on the fact that B is collec­
tivi~ing in z. If B is not collectivizing in ,z, the expression 2B as defined by 
(4) IS stIll a well-formed term of the language, but nothing very much can be' 
said about it (cf. Bourbaki [1954] p. 63). In this case 2B is a 'null term' (see: 
Chapter I, page 54). .. .' 

We shall return to this .subje.ct in a later section (see page 107) where a 
formal system similar to that used by Bern.ays [1958] is presented in which the 
operator ~ is taken as a primitive symbol and Church's schema 

Vz(z E2B <-+ B) 

is taken as an axiom schema. 

4.3 Definability of indeterminate concepts 

The above definition of the comprehension operator is used by both 
Bourbaki [1954], p.63, and Ackermann [1937-8]' Clearly, the I-symbol 

M.L.-8 
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could be used instead of the e-symbol in formulating this definition, since by 
the axiom of extensionality, 

VxVy(x = y <-+ Vz(z E x <-+ Z E y)), 

formula (3) satisfies the uniqueness condition. However, if an existential 
formula 3xA does not satisfy the uniqueness condition, then in order to 
designate some object which satisfies A, one must. use the ~-symbol. In this 
case the designation, exA, has a certain degree of mdetermmacy SInce as w.e 
have observed before, nothing definite can be said about exA except that it 
satisfies A if anything does. It more than one entity satisfies A, then there is 
no way of knowing exactly which of these objects exA designates. Occasi~n­
ally, it is desirable to define objects which have just this degree of mdetermm­
acy. We shall now consider two such occasions. 

In set theory, the concept of cardinal number is difficult to formul~te 
explicitly since the intended interpretation of this concept is rather mdefimte. 
All that we require of the definition is that the following formula be a 
theorem 
(1) VxVy(x ~ y <-+ x = P), 
where x and P are, respectively, the cardinal numbers of x and YI and the 
expression x ~ y is an abbreviation of the assertion that. there exists a one­
to-one correspondence between x and y. Various definitions of = can be 
found in the literature, but probably the simplest is the following, which is 
used by Bourbaki and Ackermann: 

(2) 1 =Df ez(z ~ f), 

where I is any quasi term and z does not occur free in f. Using the fact that 
~ is an equivalence relation, it is a simple matter to prove (1). The proof 
is as follows. Let s and I be any two terms. Since I ~ I, then 3z(z ~ I), and 
consequently, ez(z ~ I) ~ f, i.e. 

(3) 1 ~ I. 
Similarly, we get 

~ I~£ 

From (3) and (4) and the fact that ~ is an equivalence relation we obtain 

(5) s = i -+ S ,...., t. 

On the other hand, the fact that ~ is an equivalence relation implies 

(6) s ~ I -+ Vz(z ~ s <-+ z ~ I). 

By axiom schema E2, we obtain 

(7) Vz(z ~ s <-+ z ~ I) -+ ez(z ~ s) = ez(z ~ I). 

Therefore, (6) and (7) yield 

00 s~I-+I=L 

§4.3 DEFINABILITY OF INDETERMINATE CONCEPTS 105 

Consequently, from (5) and (8) we get 

(9) Sf'V/HS=t. 

Formula (1) llOW follows from (9) by the V-introduction rule. 
This definition of cardinal number is an essentially indeterminate one since 

nothing can be said about the set 1 in (2) except that it is equivalent to t and 
that it equals the cardinal number of any set which is equivalent to I. It is 
just this degree of indeterminacy which we want the concept of cardinal 
number to possess. Ackermann [1937-8] has observed that for any equival­
ence relation ~, definition (2) can be used to specify a representative element 
from each equivalence class of ~. This method of designating a completely 
arbitrary representative of an equivalence class could have useful applications 
in the formulation of various mathematical theories, particularly in the 
introduction of 'definitions by abstraction' (cf. Beth [1959], pp. 91-95). 

The basic indeterminacy of e-terms is also used by Carnap [1961] to over­
come certain difficulties which arise in the formulation of theories of empirical 
science. Such theories include certain terms, called the 'theoretical terms' or 
'T-terms', which represent the 'unobservables' of the theory (e.g. 'tempera­
ture', 'electric field', etc.). The interpretation of these terms is provided by the 
postulates of the theory. These postulates are of two kinds, the 'theoretical 
postulates' ('T-postulates') and the 'correspondence postulates' CC-postu­
lates'). However, these postulates do not provide a complete interpretation 
of the T-terms 'because the scientist can always add further C-postulates 
(e.g., operational rules for T-terms) or T-postulates and thereby increase the 
specification of the meanings of the T-tenns'. Because of the indeterminacy 
of these terms, the following problem arises: how can one give explicit 
definitions of the T-terms which satisfy the postulates without contributing 
anything new to the factual content of the theory? Carnap solves this problem 
by defining the T-terms as e-terms, thereby obtaining just the intended degree 
of indeterminacy. 

4.4 The e-symbol and the axiom of choice 

Finally, the indeterminate nature of the e-symbol helps to explain the close 
connection which exists between this symbol and the axiom of choice. The 
axiom of choice differs from the other axioms of set theory in that these 
other axioms (e.g., the axioms of power set, pairing, replacement, etc.) not 
only assert the existence of a new set, but also specify the members of this set. 
The axiom of choice, on the other hand, merely asserts the existence of a 
selection set y for a given set x without actually specifying the members of y. 
Similarly, the quasi e-term eu(u E IV) expresses a choice function for the set x 
as the variable IV ranges over x, but there is no way of knowing which 
member of IV is being selected. For these reasogs the e-symbol and Q4 axioms 
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are often regarded as logical counterparts of the axiom of choice. However, 
it docs not necessarily follow that the axiom of choice is derivable in a 
formalization of set theory which is based on the e-calculus. For, suppose that 
!Y is a set theory based on the predicate calculus, and :T e is the corresponding 
theory based on the e-calculus, i.e. :T and :T, have the same set of axioms. 
Then by Theorem IVA (or the Second e-Theorem), if the axiom of choice is 
not a theorem of :T, then it is not a theorem of :T" even though this latter 
theory is based on the e-calculus. 

The intuitive explanation of why the e-symbol and e-axioms do not neceS­
sarily yield the axiom of choice is as follows. Although the quasi e-term 
eu(u E w) can be used to make a simultaneous selection from each member of 
a given set x, it does not necessarily follow that there exists a set y consisting 
of these selected entities. The axiom of choice, on the other hand, does assert 
the cxistence of the selection set y. Wang [1955] has observed that if the 
formula 

(I) \fx3y\fz(z E Y <-+ 3w(w E X A Z = eu(u E W))) 

is a theorem of :T" then the e-axioms do yield the axiom of choice. Clearly, 
formula (I) asserts that for any x, there exists a set y whose members are the 
selected entities from each member of x. 

In most set theories, the axioms include the instances of a certain axiom 
schema, usually referred to as the axiom schema of replacement. If the theory 
is based on the e-calculus, then the question of the deducibility of the axiom 
of choice usually hinges on whether the axioms include all the instances of 
this schema, or just those instances which are e-free. In the former case, the 
e-symbol does provide the axiom of choice, but in the latter case it does not. 

For example, consider the set theory of Bourbaki [1954]. This system is 
based on an e-calculus which is virtually equivalent to ours. (The differences 
are that the Greek letter t, instead of e, is used for the selection operator, 
and the quantifiers are defined in terms of r instead of being taken as primitive 
symbols.) The theory has the following axiom schema: 

S8 \f1l'3y\fz(A -> Z E y) -> \fx3y\fz(z E Y <-+ 3w(w E X A A)), 

where A is any quasi~formula not containing free occurrences of x and y, 
and 11', x, y, and z are all distinct. Letting A be the quasi-formula z = w(u E IV), 
S8 yields the following theorem (cf. Bourbaki, p. 66, C53): 

\fx3y\fz(z E y <-+ 3w(w E X A Z = eu(u E w))). 

Consequently, the axiom of choice is derivable in this system. On the other 
hand, if the axiom schema S8 were subject to the restriction that the quasi­
formula A must be e-free, then all the axioms would be e-free, and by the 
Second e-Theorem the axiom of choice would not be derivable in this system 
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(since it is known that this axiom is independent of the other axioms of a set 
theory based on the predicate calculus). 

Wang [1955], pp. 66-67 points out another distinction between the e­
symbol and the axiom of choice: 

'There are also cases where, although the e-rule would yield the desired 
result, the axiom of choice would not. For example, in the Zermelo theory 
we can infer "(x)R(x,eyRxy)" from "(x)(3y)Rxy" by the e-rule, but we can­
not infer "there exists I, (x)R(x,/x)" from "(x)(3y)Rxy" by the axiom of 
choice, on account of the absence of a universal set in Zermelo's theory.' 

In other words, the e-symbol provides us with a 'universal choice function' 
which is defined on the class of all sets. The existence of such a function is 
normally provided by only the strongest forms of the axiom of choice (e.g., 
axiom E in Godel [1940] and axiom Au in Bernays [1958]). We shall return 
to this subject in § 5.2. 

In conclusion, if :T, is some theory based on the e-calculus, then various 
simplifying definitions and processes can be formulated within :T" which 
could not be formulated within the corresponding theory :T, based on the 
predicate calculus. However, if all the axioms of :T, are e-free, then by the 
eliminability of the e-symbol, every e-free theorem of :T, is also a theorem of 
:T. Thus the introduction of the e-symbol and the e-axioms can simplify the 
formulation of a theory without enlarging its set of theorems in any essential 
way, and in particular, without introducing any inconsistency. 

On the other hand, if the axioms of :T, include all the instances of some 
axiom schema, such as the axiom schema of replacement in set theory, then 
the Second e-Theorem is not applicable and the theory :T, is not necessarily 
consistent relative to the consistency of :T. Nevertheless, we shall show in 
§ 5.2 th~t in the case of set theory the relative consistency of :T, with respect 
to.:T stIli holds. This provides a positive solution to the following problem, 
raIsed by Fraenkel and Bar-HIllel [1958], p. 185: 

'This relative consistency need no longer hold if the axioms of the theory 
do also contain 8-terms; indeed, the consistency of every set theory in which 
the axiom schema of comprehension (in any of its variants) is to hold also for 
conditions containing e-terms relative to that in which this is not assumed 
has not yet been proved.' ' 

5.1 The predicate calculus with class operator and choice function 

In § 4.2 we observed that in a set theory based on the e-calculus the operator 
A can be defined in terms of the e-symbol in such a way that the formula 

(I) \fx(x E iA <-+ A) 
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is derivable from 
3y\lx(x E Y <-+ A). 

It is often convenient, however, to take the symbol "" as a primitive and to 
adopt (I) as an axiom schema. In such a system the expressions of the form 
5:A, which we call class-terms, must be treated with some caution so as to 
avoid the paradoxes. One common way of doing this is to formulate the 
grammar of the language in such a way that class-terms may only appear on 
the right hand side of the membership symbol E (cf. Bernays [195SJ p. 4S). 
Such a system can be further strengthened by taking as a primitive a choice 
function whose arguments are class terms. For example, Bernays [195SJ 
takes the symbol a as a primitive and adopts the following formulae as 
axioms: 

Au' 
A/' 

aEC-->a(C)EC, 

A == B --> a(A) = a(B), 

where a is a free set variable, and A, B, and C are free class variables. In 
Bernays' system of set theory, these two axioms provide a very strong form 
of the axiom of choice. 

In this section we define a formal system, C(1'"), which incorporates the 
class operator A and the choice function a, and investigate the relationship 
between this system and the ,-calculus. 

We first define the class-language, 2? 1(1'"), which is determined by a given 
vocabulary,),/'. Let 1'" be any vocabulary. The set of symbols of 2? 1(1'") is the 
same as that of 2?( 1'") except that we exclude the ,-symbol and include the 
symbols E, A, and a as logical symbols. The rules of formation for defining 
the quasi-terms and quasi-formula of the language are the same as for 2?(1'") 
(see page II) except that we replace OS (the rule for forming quasi ,-terms) 
by the following: 

08'. If t is a quasi-term, A a quasi-formula, and x any variable, then t E flA 
is a quasi-formula, and a(flA) is a quasi-term. 

Any expression of the form 5:A is called a quasi class-term. The quasi class­
terms are not included among the quasi-terms of the language, and to avoid 
any confusion we shall refer to the quasi-terms of the language as quasi set­
terms. As can be seen from the above rule a quasi class-term flA can occur 
within a well-formed expression in only two possible contexts: (i) t E flA 
and (ii) a(flA). As usual, we shall use the letters sand t to denote arbitrary 
quasi set-terms. The quasi class-terms will be denoted by the letters Sand T. 
For any two quasi class-terms Sand T we write 

(S = T) for \lz(z E S <-+ Z E T), 

where z is some variable which does not occur free in S or T. 
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Free and bound occurrences of variables are defined in the usual way, 
where any occurrence of x in 5:A is bound, and we define a set-term, class­
term, and formula as a quasi set-term, quasi class-term, or quasi-formula, 
respectively, in which no variable occurs free. 

We now define the formal system C(1'"), called the c/ass calculus for the 
vocabulary ,,//'. The (logical) axiolns of C(1'") are all formulae of 2? 1 (1/') which 
are instances of axiom. schemata PI-PIO, QI-Q3, EJ, E3 (see page 39) as 
well as the following three schemata: 

CS 
al 
a2 

t E ~A +--+ A~, 

3x(x E S) --> a(S) E S, 
S =T --> a(S) = a(T). 

The rules of inference of the dass calculus are the same as for the predicate 
calculus, namely, the modus ponens rule and the 3-rule. The deductions in 
C("//') are defined exactly as they were for the predicate calculus by first 
defining a derivation (see page 60). To denote that A is deducible from X 
in C(1'") we write X f-C(f) A, or just X f-c A. The usual derived rules of in­
ference can be established for C(1'") as they were for PC(1'"). 

THEOREM IV.5. Any formulae of the following forms are theorems of the class 
calculus: 
(i) 
(ii) 

3xA --> A(a(flA», 
\lz(A; <-+ B;) --> a(flA) = a(pB). 

Proof Throughout the proof we shall write f- instead of f-c' 
(i): Let a be some individual symbol not appearing in A. 

f-aEflA<-+A; 
f- a E 5:A --> 3X(XE flA) 
f- 3x(x E 5:A) --> 1'(5:A) E 5:A 
f- a(5:A) E flA <-+ A(a(5:A» 
f- A; --> A(a(5:A» 
f- 3xA --> A(a(flA» 

CS 
Q3 and P3 
al 
CS 
tautology rule 
3-rule. 

(ii): Let a be some individual symbol not appearing in A or B. By axiom 
schemata QI and Q3, 

But by CS, 

f- \lz(AX <-+ B') --> (AX <-+ BY) z z a a • 

I- a E.£A ~ A:, 
f- a E PB <-+ B;. 

Hence, by the tautology rule, 

f- \lz(A; <-+ BD --> (a E 5:A <-; a E PB). 
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By the V-rule and ihe definition.of;;, , 
. . , 

I- Vz(A;+->Bil-> iA = PB, 
Consequently, by 0'2, 

I- z(A;+-> Bi) -> O'(~A) = O'(yB), 

The above theorem indicates that there is a close connection between the 
system C(Y') and the e-calculus. Of c course, this relationship is not un­
expected in view of our semantic interpretation of the e-symbol as a choice 
function, In order to investigatethisrelationship more rigorously we define 
a transform operation which translates a formula of Sf(Y') into a formula 
Sf 1 Ci/") and another translorm operation which translates a formula Sf 1 (Y') 
into a formula of Sf(Y'), 

For any formula B of Sf(Y') the C-transform of B is that formula of Sf 1 (Y') 
,which is obtained from B by replacing each quasi e-term exA in B by a(~A). 
'Conversely, for any formula B of Sf 1 (Y') the e-transform of B is that formula 
of Sf(Y') whiehisobtained from B by eliminating the quasi class-terms in B 
as follows: (i) replace each expression of the form (t E ~A)by Ai (if t is not 
free for·x in A, relabel the bound variables in A so that it is free lor x); (ii) 
replace each expression of the form ,,(~A) by exA, 

THEOREM IV,6, The e-transform of an instance ofCS, 0'1, or a2 is a theorem 
of the e-calculus. 

Proof (i): Clearly, the e-transform of an instance of CS is a theorem of the 
e-calculus since it has the form 

Vy(A +-> A), 

(ii): An instance of al has the form 

(1) 3x(x E PB) -> a(pB) E yB, 

The e-transform of (1) has the form 

(2) 3x[B']~ -> [B']:,"" 

which by the Q4 axiom schema is clearly a theorem of the e-calculus, 
(iii): An instance of 0'2 has the form 

Vz(z E "A +-> z E PB) -> a(RA) = O'(PB), 

Clearly, by axiom schema E2, the e-transform of this is a theorem of the 
e-calculus, 

THEOREM IV.?, (i) If B is a theorem of the class calculus, then the e-transform 
of B is a theorem of the e-calculus,' 
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(ii) If B is a theorem of the e-calculus, then the C-transform of B is a theorem 
of the class calculus. 

Proof (i): The proof follows immediately by induction on the length of the 
proof of B in C(f) since by Theorem IV.6 the e-transfonn of every axiom 
of C(Y') is a theorem of the e-calculus, modus ponens is a rule of the e­
calculus, and the 3-rule is a derived rule in the e-calculus, 
(ii): Similarly, the proof follows immediately by induction on the length of 
the proof of B, since the C-transform of every axiom of the e-calculus is a 
theorem of C(Y') by Theorem IV,S, and modus ponens is a rule of inference 
of C(j/"). 

THEOREM IV.S (Eliminability of A and 0'). Suppose X is a sel of formulae 
of Sf 1 and A is aforllluia of Sf 1, such Ihatthe symbols A and a do not appear 
in A or in allY member of X. If X I-c A, then X I-pc A, 

Proof Since X I-c A, then there exist formulae B1 , ••• , B" of X such that 
Bl -> .• , -> B" -> A is a theorem of C(Y'), We shall denote this formula 
by B, Since B does not contain A or 0', then the e-transform of B is B, and 
therefore by Theorem IV.? B is a theorem of the e-calculus. Finally by the 
Second e-Theorem B is a theorem of the predicate calculus. Hence X I- PC A. 

The class calculus can be used as the logical basis for formalizing set theory. 
In this case the rules of formation of Sf are extended to include quasi for­
mulae of the form s E I, (Alternatively, two distinct symbols E and ry can be 
used for set membership and class membership, respectively.) Although the 
symbol (1 can have only quasi class-terms as its arguments, we can extend 
the use of this symbol in practice by writing 

a(t) for a(~(x E t)), 

for any quasi set-term t, where x does not occur free in t. Using Theorem 
IV.5, it follows that for any set-terms sand t: 

I- 3x(x E t) -> a(l) E I, 

I- s = t -> a(s) = O'(t), 

Although the symbol a provides the system with a 'universal choice func­
tion', in view of Theorem IV,S it does not necessarily follow that the axiom 
of choice is a theorem of set theory based on the class calculus, Clearly, the 
relationship between the symbol a and the axiom of choice is similar to the 
relationship between the e-symbol and the axiom of choice (cf. §4A), If the 
axioms of the theory include those instances of the axiom schema of 
replacement which contain (J', then the axiom of choice is derivable. For, the 
formula 

(I) Vx3yVz(z E Y <-+ 311'(11' E X A Z = "(11'))) 
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together with 0- 1 and 0-2 does yield the axiom of choice, and (l) is an im­
mediate consequence of the unlimited axiom schema of replacement. In the 
set theory of Bemays [1958], the axioms A.' and A." do yield the axiom of 
choice because the instances of his axiom schema A3 include formulae which 
contain the symbol 0-. 

5.2 The relative consistency of set theory based on the s-calculus 

We now turn to the problem raised at the end of § 4.4-namely, whether 
a set theory based on the s-calculus with an unrestricted axiom schema of 
replacement is consistent relative to the consistency of the same theory based 
on the predicate calculus. 

Let ZF be a set theory, based on the predicate calculus using set-variables 
only (i.e., no class-terms or class-variables), whose axioms consist of the 
axioms of extensionality, pairing, union~set, power-set, infinity, foundation, 
and the axiom schema of replacement. Let ZF, be the corresponding theory 
based on the s-calculus, where an instance of the axiom schema of replace­
ment may contain the s-symbol. We wish to prove that if ZF is consistent, 
then ZF, is also consistent. 

Let B.' be the system of Bemays [1958] with axioms A.' and A.". Let B. 
be the system of Bernays where the axioms A.' and A." are replaced by 

a '" 0 .... o-(a) E a. 

(In B. the arguments of the primitive symbol 0- are set-terms, and in B.' 
the arguments are class-terms.) Bernays has shown (pp. 200-207) that under 
a suitable definition of o-(A), axioms A: and A:' are derivable from A. and 
the axiom of foundation. 

Let G' be the set theory of GOdel [1940] with axioms A, B, C, D, and E, 
and let G be the same theory without Axiom E. Axiom E, the axiom of choice, 
is the formula 

where 

3A(Un(A) /\ IIx(, (!;m(x) .... 3Y(Y.E X /\ (yx) E All), 

Un(A) =nr lIullvllw«(vu) E A /\(wu) E A) .... v = w), 
(!;m(x) =nrllu,(u EX), 

and A is a class-variable. 
Suppose that B is an c-free theorem of ZF,. It can be shown that the 

C-transform of any axiom of ZF, is a theorem of B.'. Hence by Theorem 
IV.7(ii), B is a theorem of B:. Consequently, using Bernays' definition of 
0-, B is a theorem of B •. It can then be shown that B is a theorem of G'. 
Consequently, if G' is consistent, then ZF, is also consistent. But by Gode!'s 
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proof [1940] of the relative consistency of the axiom of choice, G' is consistent 
if G is. Finally, using the method of Shoenfield [1954], G is consistent 
relative to the consistency of ZF. This completes the argument. 

One further question remains. Is every s-free theorem of ZF, also a 
theorem of ZF with the axiom of choice? Or, in other words, are the s-axioms 
and the unrestricted axiom schema of replacement equivalent to the axiom 
of choice and the axiom schema of replacement? The answer to this problem 
seems to depend on whether the universal or the local version of the axiom 
of choice is used. These two versions of the axiom are defined by Levy [1961] 
as follows. The local version of the axiom of choice is the formula 

(1) IIx3/lIy(y EX .... Y = 0 v /,y E y). 

The universal axiom of choice is obtained by taking the formula 

(2) IIx(x '" 0 .... o-(x) E x) 

as an axiom and allowing the instances of the axiom schema of replacement 
to include the primitive symbol 0-. Let ZP' be the theory obtained from ZF 
by adjoining the local version of the axiom of choice, and let ZF. be the 
theory obtained from ZF by adjoining the universal version. The above 
results can be used to show that the set of s-free theorems of ZF, coincides 
with the set of o--free theorems of ZF •. However, it is not known whether 
this set coincides with the set of theorems of ZP'. For a partial solution of 
this problem, see Levy [1961]' 



CHAPTER V 

THE CUT ELIMINATION THEOREM 

1 The sequent calculus 

In this chapter we define a new formal system called the sequent calculus. 
This system resembles Gentzen's system LK [1934-5J except that it in­
corporates the e-symbol and the identity symbol. The main theorem of this 
chapter, the Cut Elimination Theorem can be regarded as an analogue of 
Gentzen's Hauplsalz. We shall use this theorem to provide new proofs of the 
e-Theorems (except that in the case of the Second e-Theorem we consider 
an e-calculus in which the E2-axioms are not used). Although we are in effect 
only giving alternative proofs of some of the theorems of Chapter III, this 
new approach sheds some light on the relationship between Gentzen's 
Hauplsatz and Hilbert's e-Theorems. 

Throughout this chapter 1/' denotes some arbitrary vocabulary, and 2' 
denotes the language determined by 1/'. 

In the sequent calculus, the rules of inference apply not to formulae, but 
rather to more complicated formal objects called 'sequents'. A sequent of the 
language 2' is an expression of the form A" ... , A" where the Ai are for­
mulae of 2', n ~ 0, and the symbol ',' (comma) is a formal separation symbol 
of the language 2' (page 10). A formula belongs 10, or is a member oj, a 
sequent AI' ... , A" if it is one of the Ai' A sequent is e-free if every formula 
belonging to that sequent is e-free. The capital Greek letters r, 11, e, and A 
are used as syntactic variables for sequents. If rand 11 denote two non-empty 
sequents, then clearly r, 11 denotes a sequent. By an abuse of notation we 
shall also write r, 11 when either r or 11 is empty. If r is empty, then r, 11 
denotes the sequent 11, and vice versa when 11 is empty. Notice that a formula 
is a sequent. This situation should not lead to any confusion, however. For 
any sequent 11, we write 11* to denote the set of formulae wHich belong to 11. 
Thus if 11 is A, B, A, A, then 11* ,;, {A, B}. 

A non~empty sequent At, ... ,A" has the same semantic interpretation 
as the formula A, 1\ ••• 1\ A .. The empty sequent is given the truth value I 
(true). We shall not, however, be concerned with the semantics of sequents 
except as an intuitive guide to our understanding of the axioms and rules of 
inference of the system. 

The sequent calculus deals with refutations rather than deductions. In­
tuitively, we Can regard a refutation of 11 as a formal demonstration of the 
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inconsistency of the set .6.*. Each axiom is an invalid sequent, and each rule 
of inference leads from invalid sequents to invalid sequents. When we have 
defined the notion of a refutation, we can then define a 'deduction' of A from 
X as a refutation of some sequent lA, 11 where 11* :;; X. In particular a 
'proof' of A is a refutation of the sequent I A. 

2 The axioms and rules of inference of the sequent calculus 

A sequent 11 is an axiom of the sequent calculus if either 

(i) the formula f belongs to 11, or 
(ii) for some atom A, both IA and A belong to 11, or 
(iii) a formula of the form 1(1 = I) belongs to 11. 

If 11 satisfies either (i) or (ii) above, it is called a C-axiom. 
In defining the rules of inference we use the customary schematic notation. 

Thus to denote that r 'follows' by some rule of inference from 11 we write 
11 

r 
and to denote that r 'follows' by some rule of inference from 111 and 112 we 
write 

111 112 
r 

The sequent written below the line is called the conc/usion of that rule of 
inference, and the formula(e) written above the line the premiss(es). 

The rules oj injerence are as follows: 

ii-rule _A~ 
iiA,r 

C( 1 ~rule 
IXHr 

ex, r 

ct2
M fuie a2! r 

ex, r 

p-rule PI' r P2, r 
p,r 

y-rule 
y(t), r 

y, r 

o-rule 
o(eo), r 

0, r 

i(s = I), r iA:, r 
El-rule 

x r 
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cut-rule A, 1 I A, 1 
1 

structure rule 
r 
-, where r* s;; L\* 
A 

CH. V 

Restriction. In the EI-rule, A is an atom and x any variable not having a free 
occurrence in A within the scope of an .-symbol. 

Notice that the fl-rule, EI-rule, and cut rule all have two premisses and the 
remaining rules have only one. The structure rule is a very useful one since 
it permits us to add new members to a sequent, to rearrange the order of 
the members of a sequent, and to remove repetitions. Thus the sequent 
A, B, C follows from the sequent C, C, B by the structure rule. In each of 
the above rules the specified formula in the conclusion is called the major 
formula, and the specified formula(e) in the premiss(es) the minor formula(e). 
Thus in the application of the fl-rule by which A -> B, C, D follows from 
lA, C, D and B, C, D, the formula A -> B is the major formula, and the 
formulae IA and B are the minor formulae. An application of the structure 
rule has no major or minor formulae, and an application of the cut rule has 
no major formula. In any application of the cut rule the minor formula 
which was denoted above by A is called the cut formula. 

EXERCISE 

Let r, A
" 

and A, be any three sequents. Suppose that r follows by 
one of the above rules of inference from A, (or from A, and A2)' Prove 
that if A,' /-,1 (and A2 * /-, I), then 1* /- J (cf. Theorem II. 12.) 

2.1 Refutations 

A refutation of the sequent A in the sequent calculus is any sequence of 
sequents such that the last member of the sequence is A and each member of 
the sequence either is an axiom or follows by some rule of inference from a 
preceding member (or from preceding members) of the sequence. A refutation 
in which the cut rule is not used is called a normal refutation. If there exists a 
refutation of A, we say A is refutable and denote this fact by writing Ref(!J.). 
Furthermore, if there exists a normal refutation of A, we write norm-Ref(A). 

In order to show that the sequent calculus fits our general definition of a 
formal system, we define the notion of a deduction of A from X as follows: 
For any formula A (of :£(1/")) and any set X of formulae (of :£(1/")) the 
deductions of A from X in the sequent calculus (for :£(F")) are thc refutations 
ofsequents of the form lA, A, where A* s X. Thus a proof of A is a refuta­
tion ofthe sequent IA. 

By defining a refutation as a sequence of sequents we encounter a nota-
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tional ambiguity, since the expression (A"" ., A,> could mean the sequence 
whose members are the sequents A" and A" etc., or it could mean the sequence 
whose only member is the seqnent Al> ... ,A,. To avoid such ambiguity 
we shall denote a sequence of sequents by inserting a semi-colon between 
each member of the sequence. Thus the expression 

<r1;· •• ; rill; ~,r> 
denotes a sequence of m + 1 sequents where for each i = 1, ... , m, r j is 
the ith member, and the sequent A, 1 is the last member. 

Having defined the notions of a refutation and a normal refutation, we 
can now give the precise statement of the major theorem of this chapter. 

THE CUT ELIMINATION THEOREM. For any .-free sequent A, if Ref(A), 
then norm-Ref(A). 

In the next section we shall see why the notion of a normal refutation is so 
important. 

3 The subformula property of normal refutations 

The notion of an immediate logical subformula is defined by the following 
rules. 

I. A is an immediatc logical subformula of IIA. 

2. For i = 1,2, (t, is an immediate logical subformula of (t, and fl, is an 
immediate logical subformula of fl. 

3. For any term t, yet) is an immediate logical subformula of y, and o(t) is an 
immediate logical subformula of o. 
4. For any formulae A and B, A is an immediate logical subformula of B only 
if it is so by virtue of one of the above rules. 

A formula A is said to be a logical subformula of B if and only if there exists 
a finite sequence of formulae whose first member is B and last member is A, 
such that every member of the sequence, except the first, is an immediate 
logical subformula of the preceding member. (Since the sequence may have 
only one member, then any formula is a logical subformula of itself.) 

Now consider the rules of inference of the sequent ca!eulus. Except in the 
case of the cut rule and the EI-rule, any formula which belongs to the premiss 
of a rule of inference is a logical subformula of some formula which belongs 
to the conclusion. In the case of the EI-rule every formula which belongs to 
the premiss is either the negation of an atom or a logical subformula of some 
formula which belongs to the conclusion. These facts yicld 'the following 
subformula properly of normal refutations: 
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If iJi is a normal refutation of 11, then every formula in iJi (i.e., every for­
mula which belongs to some sequent of iJi) is either (i) the negation of an 
atom, or (ii) a logical subformula of some formula belonging to 11. 

Thus by proving the Cut Elimination Theorem, we can show that for every 
refutable e-free 11, there exists a refutation whose formulae are 'no more 
complicated' than those which belong to 11. 

3.1 The eliminability of the identity symbol 

In order to demonstrate the usefulness of the subformula property we shall 
prove the following theorem concerning the eliminability of the identity­
symbol from normal refutations. 

A sequent is said to be identily-free if all its members are identity-free. 

THEOREM V.1. For any identity-free sequent 11, if norm-Ref 11, then there 
exists a normal refutation of 11 in which every sequent is identity-free. 

Proof To prove the theorem it is sufficient to prove that there exists a normal 
refutation <111 ; ••• ; 11,> of 11, where each 11, either is a C-axiom (see page 115) 
or follows by some rule other than the El-rule. For in such a refutation, the 
identity symbol plays no essential role, and hence every occurrence of a 
quasi-formula of the form s = t can be replaced by the formula t. 

The proof hinges on the fact that if A is a subformula of some identity-free 
formula B, then its skeleton A+ (p.66) is identity-free. Let <r1 ; ••• ; r,> be 
any normal refutation of 11. By the subformula property of normal refuta­
tions, for any formula A in the r" if the skeleton of A is not identity free, 
then A must be the negation of an atom and hence of the form I(s = I). 
Now for each i = I, ... ,11 let 11, be obtained from r, by replacing every 
member of r, of the form 1(/ = /) by t, and by removing every member of 
r, of the form I(s = I), where sand / are different. Then the sequence 
<11 1 ; ••• ; 11,> is the required refutation of 11. For, if r, is an axiom, then 11, 
is a C-axiom; if r, follows from r] and r, by the EI-rule, then 11, follows 
by the structure rule from either 11] or 11,; and if r, follows by any other 
rule of inference, then 11, follows by that same rule. 

This theorem will be used later, in conjunction with the Cut Elimination 
Theorem, to give an alternative proof of the eliminability of the identity 
symbol from the predicate calculus. 

4 The contradiction rule 

In this section we shall prove the useful fact that if for some formula A, 
both A and IA occur in 11, then norm-Ref(I1). The proof of this fact depends 
on the following notion of the index of a formula or term. 
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By the skeleton A + of any formula or term A we understand that ex­
pression which is obtained from A by replacing every sub term of A by a, 
(cr.. p. 66). We now define the index of any formula or term to be the length 
of Its skeleton, and we denote the index of A by ind(A). Clearly the index 
function possesses the following properties: 

K 1. ind(A) < ind( I A); 
K2. If A is an immediate logical subformula of B, then ind(A) < ind(B); 
K3. if A' is obtained from A by replacing every occurrence of some term I 

by s, then ind(A') = ind(A); 
K4. if eyB is an e-term of the form [p ];' and p is subordinate to QxA, then 

ind(eyB) + 2 :S ind(QxA). 

Thus the index fUllction, like the rank function in Chapter IJI, is a useful 
measure of the complexity of any term or formula. 

THEOREM V.2 (The contradiction rule). For any sequenll1 and any formula 
A, if A and I A belong 10 11, then norm-Ref(I1). 

Proof The proof is by induction on the index of the formula IA. At each 
stage of the induction it is sufficient to prove either norm-Ref(,A A) or 
norm-Ref(A"A), since 11 follows from each of the sequents A"A and 
lA, A by the structure rule. By our unifying classification of formulae 
(page 14) one of the following four cases must hold. 
Case I. A is an atom: In this case 11 is an axiom and therefore norm-Ref(I1). 
Case 2. A is of Ihe form IB: Since ind(,B) < ind(,A), we have norm­
Ref(B"B) by the induction hYpothesis. Hence norm-Ref(,IB, IB) by 
the I I-rule. 

Case 3. One of the two formulae, A and "I A, is a conjunctive formula tJ. and 
the other is a disjunctive formula {3: By the duality principle (page 16) '" 
and {3, are contradictory and a2 and (32 are contradictory. Hence by th~ 
induction hypothesis we have 

norm-Ref({3"a1 'C<2) and 

norm-Ref({32,CI., ,(2)' 

Hence norm-Ref({3,Cl. 1 ,CI.,j by the (3-rule. The desired result, norm-Ref(a,f3), 
now follows by applications of the structure rule, the ",·rule, and the '"2-rule. 
Case 4. One of the Iwoformulae, A and lA, is a universalformula y and the 
other is all exislenlial formula 0: By the duality principle y(eo) and 0(80) are 
contradictory. Hence by the induction hypothesis we have norm-Ref(y(eo), 
o(eo». The deSIred result, norm-Ref(o,y) now follows by applications of the 
y-rule, structure rule, and b-rule. 

THEOREM Y,3. For any sequent L\, if .1* is truth functionally invalid, then 
norm-Ref(!',)· 

M.L.-9 
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Proof The proof is practically identical to the proof of Theorem II. 13. 

COR OLLAR Y (The Tautology Theorem). If A is a laulology, Ihen norm­
Ref(iA). 

EXERCISE 

Prove that if A is any axiom of the e-ca1culus other than an E2-axiom, 
then norm-Ref(iA). 

4.1 The relationship betwccn the sequent calculus and c-calculus 

THEOREM VA. For any sequenl A and any formula A, Ref(iA,A) iff Ihere 
exists a deduction of A from Ll * in the e-calculus in which 110 E2-axioms are 
used. 

Proof (i) Let <r , ; ... ; rm) be some refutation of iA, A. It is easy to prove 
by induction that for each i = I, ... , In there is a deduction of I from r,' 
in the e-calculus without the E2-axioms. (See the exercise at the end of § 2, 
page 116.) Hence {i A} u A* f-, I (without E2), and therefore A* f-, A (with­
out E2) by the I-rule. 
(ii) Conversely, assume that <A"" ., A,,) is a deduction of A from A* 
in the e-calculus (without E2). We shall prove by induction that for each 
i = I, ... , n, Ref(iA"A). One of the following three cases must hold. 
Case 1. Ai is an axiom (of the B-calculus) other than an E2-axiom: Then 
Ref(iA,) by the exercise at the end of the last section. Hence Ref(iA;,A) 
by the structure rule. 
Case 2. A, is a member of A*: Then Ref(iA"A) by the contradiction rule. 
Case 3. A Jollows from A j and Ak by modus ponens: Then A, is of the form 
Aj -+ A,. By the induction hypothesis we have 

and (I) 

(2) Ref(i(A j -+ A,),A). 

The structure rule applied to (I) gives 

(3) Ref(iAj, iA"A), 

and by the contradiction rule, we have 

(4) Ref(A" iA"A). 

The /i-rule applied to (3) and (4) gives 

(5) Ref(A j -+ A" iA"A), 

and the structure rule applied to (2) gives 

(6) Ref(i(Aj -+ A'),iA"A). 
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Finally, the cut rule applied to (5) and (6) gives 

(7) Ref(iA"A). 

THEOREM V.5. Let A be any proper formula and Ll any sequent whose 
members are proper formulae. If norm-Ref(iA,A), Ihen A* r,. A. 

Proof Let <r, ; ... ; rm) be any normal refutation of iA,A. Since every 
subformula of a proper formula is proper (and atoms are proper), then by 
the subformula property of normal refutations every member of r, is proper, 
for each i = I, ... , n. Hence, as in the proof of Theorem V.4(i), one can 
prove that r,* r,. I for each i = I, ... , n. 

5 k, Fk-refutations 

We now turn to the main problem, that of proving the eli min ability of the 
cut rule. In order to prove this result by an inductive argument we need the 
following definition. 

For any k <;: I and any finite collection F, of formulae with index k, a 
k, F;-refulalion is a refutation <r I; ... ; r,) such that a sequent r, can follow 
by the cut rule from some rj and r, only if the cut formula A in that rule 
satisfies the following conditions: (i) ind(A) OS; k and (ii) if ind(A) = k, then 
A is a member of Fk • If there exists a k, Fk-refutation of A, we write k, F,­
Ref(A). Obviously, if there exists a refutation of A, then there exists a k <;: I 
and a finite collection Fk of formula of index k such that k, F,-Ref(A). Since 
every formula has index :2: I, then a I, 0-refutation is a normal refutation. 
Consequently, in order to prove the Cut Elimination Theorem it is sufficient 
to prove that if k, {A} u F;-Ref(A), for some 8-free A, then k, Fk-Ref(A). 

Since our definition of a k, Fk-rcfutation imposes a limit on the index of 
any formula which is the minor formula in an application of the cut rule, 
we have the following modified subformula property for k, Fk-refutations: 

If [Jr is a k, F,-refutation of A, then for any formula A which belongs to 
some sequent of [Jr, either (i) A is a subformula of some member of A, or 
(ii) A is the negation of an atom, or (iii) ind(A) OS; k + I. 

5.1 The invcrtibility of the logical rules 

Our next theorem states that the ii-rule, a-rules, /i-rule, y-rule, and 
<I-rule are, in a certain sense, invertible. The proof of this theorem depends 
on the fact that a non-atomic formula A can be the major formula in one and 
only one type of rule. For example, if A is a conjunctive formula, it can be 
the major formula only in the a-rules, and if A is disjunctive, only in the 
/i-rule. 

THEOREM V.6. For any sequent 1:1, and any formula A, conjunctive formula (x, 

disjunctive formula fl, universal formula y, and existential formula 0: 



122 THE CUT ELIMINATION THEOREM 

(i) k, Fk-Ref(iiA,L\) iffk, Fk-Ref(A,L\); 
(ii) k, r,,-Rej(a,L\) iffk, Fk-Ref(a"a2 ,L\); 

(iii) k, Fk-Ref(fl,L\) iff k, Fk-R~r(fl"L\) and k, Fk-Ref(fJ2 ,L\); 
(iv) k, F~-Ref(y,L\) ifflhere exisls lerms I" ... , I" such Ihal 

k, Fk-Ref(y(t,), . .. , y(I,,),L\); 
(v) k, Fk-Ref(iJ,L\) iff k, Fk-Ref(iJ(eo),L\). 

CH. V 

Proof We shall prove only part (iv), since the other four parts can be proved 
in a similar fashion. 

(iv) First assume k, Fk-Ref(y(t I)' ... , y(I,,),L\). Then by repeated applica­
tions of the y-rule and the structure rule we obtain a k, Fk-refutation of y, d. 

Conversely, let <,,; ... ; 1m) be a k, Fk refutation of y, L\. For nota­
tional simplicity suppose that y is the formula IfxA. (The proof is identical 
for the case where y is of the form i3xA.) Let I" ... , I" be all those termS I 

such that, for some j = I, ... ,111, IJ is of the form A(t), A. (If there are no 
such I, let I, be a,.) For any sequent A, let AO denote the sequent obtained 
from A by removing every occurrence of IfxA. For each i = I, ... , m let 
l,'be the sequent 1,°, A(I,), ... , A(I"). We now claim that the sequence of 
sequents 

<'1'; ... ; 1m'; A(t,), ... , A(I,,),L\) 

is a k, Ferefutation of A(t,), . .. ,A(I"), L\. Since 1",' is the sequent L\o, A(t,), 
... ,A(I,,), then the final sequent ACt,), ... , A(I"), L\ follows from I",' by 
the structure rule. The justifications for the I,' are as follows. If " is an 
axiom, then clearly r/ is also an axiom since VxA is neither an atom nor the 
negation of an atom. Suppose " follows from IJ (and 1,) by some rule of 
inference R. One of the following cases must hold. 
Case 1. The formula VxA is neither a major nor minor formula in this applica­
tion of Ihe rule R: Then 1,' follows from 1/ (and 1,') by the same rule R. 
(This includes the case where R is the structure rule.) 
Case 2. The formula IfxA is Ihe major formula in Ihis appliCaTion of Ihe rule 
R: Then R musl be the y-rule, " is of the form IfxA, A, and ,; of the form 
A(I), A. Hence t is one of the terms I" ... , I" and therefore 1,' follows from 
1/ by the structure rule. 
Case 3. The formula IfxA is a minor formula in lhis application of Ihe rule R: 
Then 1,' follows from 1/ (or I,') by the structure rule. 

EXERCISE 

Show how the required refutations for the other four parts of Theorem 
V.6 can be constructed. 

The technique employed in proving Theorem V.6 can be used to prove the 
following theorem. 
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THEOREM V.7. For any 010111 A, if k, Fk-Ref(iA,L\) and k, Fk-Ref(A,L\), 
then k, Fk-Ref(L\). 

Proof (Note: we cannot apply the cut rule to prove this theorem since the 
index of A may be greater than k.) 
Case 1. A is Ihe formula I: Let <"; ... ; 1m) be any k, Ferefutation of 
ii, L\. For each i = I, ... ,111, let 1,° be the sequent obtained from " by 
removing each occurrence of If. Then <rIo; ... ; rmo;.6.> is a k, E~-refuta­
tion of L\. 
Case 2. A is nol Ihe formula I: Let <"; ... ; 1",) be any k, Fk-refutation of 
A,L\ and <A,; ... ; A") any k, Fk-refutation of iA, L\. For each i = I, 
. .. ,111, let rio be the sequent obtained from r j by removing each occurrence 
of A and let 1,' be the sequent 1,°, L\. Then the sequence 

is a k, Fk-refutation of L\. The proof of this assertion is identical to the proof 
of Theorem V.6, except for the following two changes: (I) Case 2 in the 
proof of Theorem V.6 does not apply since no rule of inference has an atom 
as its major formula, and (2) if " is an axiom by virtue of the fact that both 
A and iA occur in it, then 1,' follows from A" (i.e., iA,L\) by the structure 
rule. 

In order to prove the Cut Elimination Theorem we would like to improve 
on Theorem V.6(v) by showing that if k, Fk-Ref(o,L\), then for any term I, 

k, Fk-Rej(o(I),L\). The following theorem shows that this is indeed the case 
provided that certain conditions are satisfied. 

THEOREM V.S. LeI 0 be any exislential formula and L\ any e-free sequent. 
Suppose k, Fk-Ref(o,L\), where ind(o) '" k and Ihe lenglh of 0 is 01 leasl as 
greal as Ihe lenglh of any member of Fk. Thenfor any lerm I, 

k, Fk-Ref(o(I),L\). 

Proof Since k, FeRef(o,L\), then by Theorem V.6(v) k, Fk-Ref(o(eo),L\). 
Recall that if 0 is 3yB, then o(eo) is B(eyB), and if 0 is ilfyC, then o(eo) is 
i C(eyi C). Thus the term denoted by eo has the same index and the same 
length as 0. Let o(eo) be the formula B(eyB) and let <,,; ... ; 1",) be the 
k, Fk-refutation of B(eyB),L\. Notice that by our assumption on the length of 
b the term eyB does not occur in any member of Fk• For each i = 1, ... , m, 
let 1,° be the sequent that we obtain from " by replacing each occurrence 
of eyB (in the members of 1,) by the term I. Let 1,' be the sequent 1,°, B(t). 
We shall prove that the sequence <,,'; ... ; 1",': B(I),L\) is a k, F,-refutation 
of B(I), L\, i.e., of 0(1), A 

First of all, since L\ is e-free, then 1",' is B(I), L\, BCI), so that B(I), L\ follows 
from rn/ by the structure rule. If r j is an axiom, then r/ is also an axiom, 
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and if i, follows from i j (and i,) by some rule of inference other than the 
y-rule or <I-rule, then clearly i,' follows from i/ (and f',') by the same rule. 

We now consider the case where f', follows from i j by the y-rule or Ii-rule. 
First of all, suppose that i j is of the form B(eyB), 11.. Then f'/ is B(t), 11.°, B(t), 
and f',' follows from f'/ by the structure rule. On the other hand, suppose 
f'j is of the form A(s), 11., where A(s) is not B(eyB). Assumc i, is of the form 
\lxA, 11.. (The other possibilities can be handled similarly.) As in the proof of 
Theorem II1.6, we want to rule out the possibility that eyB is of the form 
[pJ; where I' is a quasi e-term subordinate to \lxA. Suppose that this is the 
case. Then the index of \lxA is at least k + 2 (since the index of eyB is at 
least k). Consequently, by the subformula property of k, F,-refutations, 
\lxA must be a subformula of some member of ~. But this is impossible 
since every member of 6. is e-free, and an improper formula, such as VxA, 
cannot be a subformula of an e-free formula. Hence f',' is of the form 
\lxAo, 11.°, B(t), and f'/ is of the form AO(sO), 11.°, B(t); and f',' follows from 
i/ by the y-rule. This completes the proof. (Why' is this refutation still a 
k, F,-refutation?) 

COROLLAR Y. For any e..Jree .1, any existential formula 0, and any term f, 

if norm-Ref(Ii,!:;), then norm-Ref(ii(t),!:;). . 

EXERCISE 

Using the cut rule give a simple proof of the following: for any sequent 
t., any existential formula Ii, and any term t, if Ref(b,!:;), then Ref(b(t),t:;). 
Using this result prove that Theorem V.8 still holds if we remove the 
condition that ind(<I) ~ k. 

6 The Cut Elimination Theorem 

The next theorem is the last subsidiary result needcd in the proof of the 
Cut Elimination Theorem. 

THEOREM V.9 (The cut property). For each i = I, ... , n, let A, and B, be 
contradictory formulae with index S; k. If k, F,-Ref(A

" 
... , A,,!:;) and 

k, F.-RefCB,,~)for each i = I, ... , n, then k, F,-Ref(!:;). 

Proof The proof is by induction on n. 
Case 1. n = I: Assume k, F,-Ref(A,t:;) and k, F,-Ref(B,A), where A and B 
are contradictory and each has index S; k. Then t. follows from A, ~ and 
B, t. by the cut rule, where the cut formula has index < k (since its negation 
has index S; k), and hence k, F,-Ref(t.). 
Case 2. n ~ 2: Assume k, F,-Ref(A

" 
... , A",!:;) and k, F,-RefCB,,~) for 

each i = I, ... ,II. By the structure rule, from k, F,-Ref(B, ,!:;) we infer 
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k, F,-Ref(B
"

A 2, ... , A",!:;). Case I then gives k, F,-Ref(A 2, ... ,A",!:;). The 
desired result now follows by the induction hypothesis. 

THEOREM V.IO (The Cut Elimination Theorem). For any a-free sequent !:;, 

if Ref(~), thennorm-R",fC!:;)· 

Proof. By using an obvious inductive argument, we can reduce this theorem to 
the following lemma. 

LEMMA. Suppose k, {A} U F,-Ref(~), where ~ is e}i'ee and A is any formula 
with index k u,.>/lOse length is at least as great as the length of any member of 
Fk • Then k, F,-Ref(~). 

Proof Let <i,; ... ; f'm) be a k, {A} u F,-refutation of ~. For each 
i = 1, ... ,111, let r/ be r jj A, and let r/ be rio lAo Then the sequence 

<r t '; ... , r m'; A,L1) 

is a k, F,-refutation of A, ~, and the sequence 

<ri";"'; rill"; IA,A) 
is a k, F,-refutation of IA,~. For, if i, follows from f'j and i, by an appli­
cation of the cut rule where A and I A are the minor formulae, then i,' 
and i," follow by the structure rule. Otherwise, f',' and r," have the same 
justification that f', has in the original refutation. Hence we have 

(I) k, F,-Ref(A,!>'), and 

(2) k, F,-RefCIA,!:;). 

As in the proof of Theorem V.2, one of the following cases must hold. 
Case 1. A is an atom: Then by Theorem V.?, (I) and (2) yield k, F,-Ref(~). 
Case 2. A is of the form IB: By Theorem V.6(i), (2) yields k, F,-Ref(B,!:;). 
Since ind(IB) = k, then by (I) and the cut property we have k, F,-Ref(~). 
Case 3. One of the two formulae, A and J A, is a conjunctive formula (f" and 
the other is a disjunctivejimnula p: Thus we have 

(3) 

(4) 

k, F,-Ref(a,!:;), and 

k, F,-Ref(p,~). 

By Theorem V.6, (3) and (4) yield 

(5) 

(6) 

(7) 

k, F,-Ref(a"a2'!>')' 

k, F,-Ref(p,,~), and 

k, F,-RefCP2'!:;)' 

Since a , and P, are contradictory and az and P2 are contradictory, and the 
index of each of these formulae is less than k, then the cut property yields 
k, F,-Ref(!>'). 
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Case 4. One of the two formulae, A and I A, is a universal formulae y and the 
other is an existential formula J: Thus we have 

(S) 

(9) 

k, l'~-Ref(y,I1), and 

k, l'~-Ref(o,I1). 

By (S) and Theorem V.6(iv) there exist terms t" ... , t" such that 

(10) k, F,-Ref(y(t,), . .. , y(t,,),I1). 

Since 11 is a e-free and since 0 is either A or iA we can apply Theorem V.S 
to (9) and get for each i = I, ... , II 

(II) k, F,-Ref(o(t,),I1). 

The desired result, k, F,-Ref(l1) now follows from (10) and (II) by the cut 
property. 

This completes the proof of the lemma and hence also of Theorem V.l O. 

The following counterexample shows that the Cut Elimination Theorem 
110 longer holds if the condition that 11 is e-free is removed. 

Let P be any I-place predicate symbol. Since the sequent 3xPx, iPexPx 
follows by the o-rule from the axiom PexPx, i PexPx, we have at once 
lIorm-Ref(3xPx, iPexPx). Hence, by the exercise at the end of the last 
section, there exists a refutation of PI, iPexPx for any term t. However, 
since Pt and PexPx are both atoms, it is easy to see that there exists no 1I0rmai 
refutation of the sequent Pt, i PexPx when t is any term other than exPx. 
Consequently, if we let 11 be the sequent Pa, iPexPx the Cut Elimination 
Theorem does not hold. (For possible ways of modifying the axioms and 
rules of inference of the sequent calculus so that the Cut Elimination Theorem 
holds for arbitrary 11, see Maehara [1955], [1957] and Curry [1963], page 
342.) 

6.1 Applications 

In this section we show how the Cut Elimination Theorem can be used to 
provide new proofs of some of Ollr earlier results. In each case the main 
function of this theorem is to prove the eliminability of certain symbols or 
certain types of formulae. 

THEOREM V.II (The Second e-Theorem~weaker form). For allY e,free X 
and A, if X 1-, A (without E2), then X I-pc A. 

Proof Since X 1-, A (without E2), then there exist formulae B"" . , B" 
such thatB" ... , B" 1-, A (without E2). Let 11 be the sequent B" ... , B", 
Then Ref(iA,I1) by Theorem VA. Hence norm-Ref(iA,I1) by the Cut 
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Elimination Theorem and therefore X 1-,. A by Theorem V.S. This implies 
X I- pc A by Theorem IIL3. 

Notice that the Cut Elimination Theorem has been used in this proof to 
show that any improper formulae can be eliminated from the original deduc­
tion of A from X. (cf. Theorem Y.5.) 

THEOREM V.12. For any e-free X and A, X I-pc A iff there exists a sequelll 
11, such that 11* <;; X and norm-Ref(iA,I1). 

Proof Assume X I-pc A. Then XI- " A by Theorem IIL2. Hence norm­
Ref(i A ,11) as in the proof of Theorem V.l L Conversely, if norm-Ref(i A,I1), 
where 11* <;; X, then X I- pc A as in the proof of Theorem V.I L -

Using this essential link between deductions in the predicate calculus and 
normal refutations, we can now give new proofs of the First e-Theorem and 
ofthe e1iminability of the identity symbol (cf. Theorem III. 10 and Theorem 
IILl5). 

THEOREM V.13. Let X be any set of s-free V-prellex formulae and B any 
3-prenex formula. If X ~pc B, then A" ... ,Am I- EC B, V ••• V B, where the 
A I are certain substitution installces of the matrices of members of Yand the 
B j are certain substitution instances of the matrix of B. 

Proof By Theorem V.12, there exists a sequent 11 such that 11* <;; X and 
norm-Ref(iB,I1). By repeated applications of the invertibility of the y-rule 
(Theorem V.6(iv) we get norm-Ref(iB" . .. , iBm' A" . . " A,), where the 
B j and Ai are of the required form. By applying the a-rules and the structure 
rule, this yields 

norm-Ref(i(B, v ... vB,), A" ... ,A,). 

Now since each of the A, and Bj are quantifier-free, then by the subformula 
property of normal refutations every member of the refutation is elementary 
(since any stray s-terms can be replaced by a). Consequently, as in the proof 
of Theorem V.S we get 

THEOREM V.14. For allY identity-free (e-free) X and A, if Xl-pcA, then 
there exists a deduction of A from X in the predicate calculus without identity. 

Proof Since Xl-pcA, then by Theorem V.12, norm-Ref(iA,I1) for some 
11* <;; X. This implies by Theorem V.I that there exists a normal refuta­
tion of iA, 11 in which every sequent is identity-free. Returning now to the 
predicate calculus by means of Theorem V.12, we obtain an identity-free 
deduction of A from X. 

M,L.-l0 
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