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—— Abstract

The cut-elimination method CERES (for first- and higher-order classical logic) is based on the
notion of a characteristic clause set, which is extracted from an LK-proof and is always unsatis-
fiable. A resolution refutation of this clause set can be used as a skeleton for a proof with atomic
cuts only (atomic cut normal form). This is achieved by replacing clauses from the resolution
refutation by the corresponding projections of the original proof.

We present a generalization of this method to propositional proof schemata and define a
schematic version of propositional sequent calculus called LKS, and a notion of proof schema
based on primitive recursive definitions. A method is developed to extract schematic characteris-
tic clause sets and schematic projections from these proof schemata. We also define a schematic
resolution calculus for refutation of schemata of clause sets, which can be applied to refute the
schematic characteristic clause sets. Finally the projection schemata and resolution schemata are
plugged together and a schematic representation of the atomic cut normal forms is obtained. An
algorithmic handling of the schematic cut-elimination method is supported by a recent extension
of the CERES system.
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1 Introduction

Cut-elimination was originally introduced by G. Gentzen in [12] as a theoretical tool from
which results like decidability and consistency could be proven. Cut-free proofs are compu-
tationally explicit objects from which interesting information such as Herbrand disjunctions
and interpolants can be easily extracted. When viewing formal proofs as a model for math-
ematical proofs, cut-elimination corresponds to the removal of lemmata, which leads to
interesting applications (such as one described below).

For such applications to mathematical proofs, the cut-elimination method CERES (cut-
elimination by resolution) was developed [7, 9, 13]. It essentially reduces cut-elimination for
a proof 7 to a theorem proving problem: the refutation of the characteristic clause set CL().
Given a resolution refutation « of CL(7), an essentially cut-free proof can be constructed
by a proof-theoretic transformation. In contrast to the usual Gentzen-style approach to
cut-elimination, the CERES method performs a global instead of a local analysis of the
proof.

The present work is motivated by an application of CERES to (a formalization of) a
mathematical proof: Fiirstenberg’s proof of the infinity of primes [1, 6]. Since cut-elimination
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in the presence of induction is problematic, the proof was formalized as a sequence of proofs
(mk)ken showing that the assumption that there exist exactly k primes is contradictory.
The application was performed in a semi-automated way: CL(7j) was computed for some
small values of k and from this, a general scheme CL(7,), where n is a formal parameter,
was constructed and subsequently analyzed by hand. The analysis finally showed that from
Fiirstenberg’s proof, which makes use of topological concepts, Euclid’s elementary proof
could be obtained by cut-elimination. It was unsatisfactory that the parameterized object
CL(,,) was constructed ad-hoc and by hand, instead of being computed automatically from
a parameterized representation of the sequence (mj)ren. Further, for lack of a formalism,
the analysis of CL(7,) could not be performed in a computer-aided way.

Hence the present work is concerned with the investigation of a formal concept of proof
schema. The aim is to define a CERES method for proof schemata that will yield a schematic
representation of CL(mg). This can be regarded as a generalization of CERES from proofs
7 to sequences of proofs (mx)ren that are given by such a proof schema. Not only will
this close the gap in the application described above (and in future ones) by automatically
computing the correct schema CL(7,,), but it will also allow (semi-)automated application
of the method using theorem provers and proof assistants based on the formal definitions.

A central aspect of our notion of proof schema is its treatment of inductive reasoning.
In other approaches [14, 10, 16], induction rules are considered. Usually, such a rule allows
to infer, from proofs of ¢(0) and ¢(n) D ¢(n+ 1), the statement ¢(n). In a sense, inductive
reasoning is done on the level of formulas. In our approach, the treatment of induction is
on the level of proofs: for example, we allow in a proof of p(n + 1) a reference or proof link
to a proof of p(n). This is similar to the cyclic approach taken in [15, 11].

We start our investigation into proof schemata with the case of propositional logic. A
notion of formula schema was introduced and investigated in [2, 4]. The subclass of regular
schemata was identified and shown decidable, and a tableau calculus STAB was defined and
implemented [3]. In this paper, we will focus on this class of schemata, although it can in
principle be applied to more expressive classes of formulas (this is clear in the propositional
case, and the extension to first-order schemata will be investigated in the future).

This paper is structured in the following way: In Section 2, we introduce formula and
proof schemata. Sections 3 and 4 are devoted to the data structures central to the CERES
method: the characteristic clause term and the proof projection term respectively. In Sec-
tion 5, a schematic resolution calculus is defined and the main theoretical result on the
CERES method is stated. Finally, in Section 6, we apply the method semi-automatically to
a proof that an n-bit adder is commutative.

2 Schematic Language

The aim of this section is to introduce a notion of propositional proof schema. Following [4]
we first introduce the syntax of propositional formula schemata on which we then build our
notion of schematic sequent calculus proof. To the best of our knowledge, there does not
yet exist a sequent calculus for propositional formula schemata, although cyclic proofs which
are similar to our proof schemata have been considered in the literature [15, 11].

We assume a countably infinite set of index variables (intended to be interpreted over
N), and a countably infinite set of propositional symbols. As we will see later in this section,
index variables can be free or bound. Free index variables are called parameters. The set
of arithmetic expressions is defined inductively from the constant 0 and the index variables
over the signature s, + (note that all our arithmetic expressions are linear). We will denote
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elements of N by «, 3, ..., bound index variables by 4, j, [, . . ., parameters by k,m,n, ..., and
arithmetic expressions by a,b,.... We will identify o € N with the numeral s*(0). We say
that an arithmetic expression a is ground if a does not contain variables. We make use of
the standard rewrite system for arithmetic expressions, consisting of a + 0 — a,a + s(b) —
s(a+b) and so forth. This rewrite system is confluent and terminating for ground arithmetic
expressions, and for simplicity we will identify such expressions with their normal forms
s%(0). A substitution is a function mapping every (free) index variable to an arithmetic
expression.

» Definition 2.1 (Indexed proposition). An expression of the form p,, where a is an arithmetic
expression and p a propositional symbol, is called an indexed proposition.

» Definition 2.2 (Formula schemata). We define formula schemata inductively in the following
way:
An indexed proposition is an (atom) formula schema.
If ¢1 and ¢, are formula schemata, then so are ¢1 V ¢2, d1 A ¢2 and —¢;.
If ¢ is a formula schema, a,b are arithmetic expressions and 7 is an index variable not
bound in ¢, then /\?:a ¢ and \/?:a ¢ are formula schemata such that 7 is bound in both
formula schemata.

We denote formula schemata by A, B, .... The notation A(k) is used to indicate a parameter
kin A, and A(a) then denotes A {k < a}.

2.1 Proof schemata

In this section we define a version of the classical propositional sequent calculus LK. It will
differ from LK in two ways: The formulas it will operate on will be formula schemata, and
special initial sequents called proof links will be allowed. Note that already in [2], a calculus
STAB for formula schemata is introduced. Our calculus differs from it in some aspects:
most importantly, we include the cut rule, which allows the formalization of proofs that
use lemmata. Furthermore, instead of a looping rule (which is geared towards automated
theorem proving), we use a different approach to the recursive specification of proofs which
is more suited to the formalization of proofs found by humans.

» Definition 2.3 (Calculus LKS). An expression of the form I' H A, where " and A are
multisets of formula schemata, is called a sequent schema (or just sequent). If S is a sequent
schema and a an arithmetic expression, the notation S(a) is defined as for formula schemata.
If ' U A consists of atoms only, the sequent is called a clause.

We assume a countably infinite set of proof symbols denoted by ¢, 1, .... If ¢ is a proof

(¢(a))

symbol, a is an arithmetic expression, and S a sequent schema, then the expression - Nl

is called a proof link.
An LKS-proof is a tree of sequents such that every leaf is either of the form A + A
for atomic A, or is a proof link, and that is built according to the usual rules of classical

propositional sequent calculus LK with the proviso that schematic formulas are considered

modulo the equalities A(0) = AL, A(7) and (A, A())) A A(n + 1) = A A() (and
analogously for \/)!.
The notion of auxiliary formula is defined as usual, and all occurrences of formulas in an

LKS-proof are endowed with an ancestor relation in the usual way. If O is a set of formula

! These equalities are used so that the rules for A and V can be applied to /\ and \/
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occurrences and o is a formula occurrence, then o is an O-ancestor if o is an ancestor of
some o' € O. o is a cut-ancestor if it is an ancestor of an auxiliary formula of a cut.

The root sequent of an LKS-proof is called its end-sequent. An LKS-proof is called
ground if it does not contain parameters and proof links.

Note that a ground LKS-proof is essentially an LK-proof (obtained by replacing ground
A,V by a finite number of A, V). We usually denote LKS-proofs by ,v, .. ..

To be of practical use, we add a notion of recursion to the LKS-proofs defined above.
This will yield our notion of proof schemata:

» Definition 2.4 (Proof schemata). Let ¢ be a proof symbol and S(n) be a sequent. Then a
proof schema pair for 1 is a pair of LKS-proofs (m,v(k + 1)) with end-sequents S(0) and
S(k+1) respectively such that = may not contain proof links and v(k+ 1) may contain only

(¥ (k)

proof links of the form e For such a proof schema pair, we say that a proof link of
the form (ZJ‘EG;) is a proof link to v. We say that S(n) is the end-sequent of 1, and we
a

assume an identification between formula occurrences in the end-sequents of 7 and v(k + 1)
so that we can speak of occurrences in the end-sequent of .

Finally, a proof schema W is a tuple of proof schema pairs (pi,...,pa) for ¥1,..., 1,
respectively such that the LKS-proofs in pg may also contain proof links to v, for 1 < 8 <
v < a. We also say that the end-sequent of v, is the end-sequent of W.

We make a small detour to consider a possible objection to our definition of proof schema:
that one could define a similar proof system in a simpler way by considering LKS-proofs
together with an induction rule. This is indeed possible, and there are translations between
such a system and our system of proof schemata. The reason that we are considering the
formalism of proof schemata is that on one hand, it is very natural to write proofs in such
a way: the proof 7 analyzed in [6] is an example. On the other hand, the translation from
proof schemata to the system with an induction rule introduces additional cuts. Since we
are interested in cut-elimination, and furthermore in the elimination of cuts from concrete
proofs, the introduction of additional cuts should be avoided if at all possible. The authors
have experienced this problem when trying to apply the CERES method to a formalization
of 7 in higher-order logic, using the second-order induction axiom: the characteristic clause
set of the proof was too large to be analyzed either manually of automatically.

Therefore we will continue with our investigation of proof schemata. In the following, we
will consider a fixed proof schema ¥ = ((m1,v1(k +1)),..., (Fa,va(k +1))) for ¢1,...,%q.
We now give a syntactic meaning to proof schemata: A proof schema ¥ with end-sequent
S(n) can be considered as a representation of a sequence Ag, Aq, ... of ground LKS-proofs
that prove the sequents S(0),.5(1),.... For this definition, we consider LKS-proofs as terms
and define a rewrite system for them.

» Definition 2.5 (Evaluation of proof schemata). We define the rewrite rules for proof links

WO D)y
for all 1 < 8 < . Now for v € N we define 93], as a normal form of (723((7))) under the
Y

rewrite system just given. Further, we define W |,= 11 ],.

» Example 2.6. Let’s consider the following proof schema ¥ = ((7,v(k+1))) for ¢, where
m is:
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popo
—po,po b p1bpi v: i
Po, po V p1 F p1 '
and v(k + 1):
Pkt1 ™ Prt1 .
) Pkl PRyl E Dk+2 = Diyo vl
k :
Po, /\i:o(_‘pz‘ \% p¢+1) F Prt1 Di+1s Pht1 V Pht2 - Drto2 cut
k
P05 Nieo(7Pi V Pig1), "Prg1 V Prt2 b Dryo A
k+1 :
Do, /\i:o (=pi V pit1) b Drto
Then W | is just # and ¥ | is the following proof:
Popo piEp
—po,po = p1 b p1 -p,p1 p2 F po
Vil Vil
Po, 7po V p1 - p1 p1,P1 V2 p2 cut
Po, ~Po V p1, p1 V p2 - po Al

Po; (7po V p1) A (=p1 V p2) F pa

» Proposition 2.7 (Soundness). For every v € Nand 1 < 3 < a, 93 | is a ground LKS-proof
with end-sequent Sg(vy). Hence ¥, is a ground LKS-proof with end-sequent S(7).

Proof. By induction on o — 3, we show that —-"- <~ rewrites to a ground LKS-proof

with end-sequent Sg(7) for all 8 < a and all . If Z = [ we proceed by induction on ~: If
~v = 0 then the proof link rewrites to m, which is as desired by definition. If v > 0 then
the proof link rewrites to v, (), to which we may apply the induction hypothesis since it
contains only proof links to %, (7") with 4/ < . This completes the induction on v. Now
let 1 < 8 < a. Again we proceed by induction on «. If v = 0 then the proof link rewrites to
7, which by definition contains only proof links to 15 with 8’ > 3, hence we may conclude
by the (outer) induction hypothesis. If 4 > 0 then the proof link rewrites to vg(y) which
only contains proof links to 1g (v') with 8 > S, and to ¥g(7’) with 4" < «. The first case
is treated with the outer induction hypothesis, the second case with the inner induction
hypothesis. |

Next, we will consider the problem of cut-elimination for proof schemata. Note that trivially,
for every v € N we can obtain a cut-free proof of S(vy) by computing ¥ |.,, which contains
cuts, and then applying a usual cut-elimination algorithm. What we are interested in here
is rather a schematic description of all the cut-free proofs for a parameter n. It is not
possible to obtain such a description by naively applying Gentzen-style cut-elimination to
the LKS-proofs in ¥, since it is not clear how to handle the case

(Y1(a1)) (Y2(az2))

I'FAC  CIFA
T, FAA

cut

as this would require “moving the cut through a proof link”. In this paper, we will go a
different route: we will define a CERES method, which will be based on a global analysis of
the proof schema. It will eventually yield the desired schematic description of the sequence
of cut-free proofs, as expressed by Theorem 5.12.
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3 Characteristic Clause Term

At the heart of the CERES method lies the characteristic clause set, which describes the
cuts in a proof. The connection between cut-elimination and the characteristic clause set is
that any resolution refutation of the characteristic clause set can be used as a skeleton of a
proof containing only atomic cuts.

The characteristic clause set can either be defined directly as in [7], or it can be obtained
via a transformation from a characteristic clause term as in [8]. We use the second approach
here; the reason for this will be explained later.

Our main aim is to extend the usual inductive definition of the characteristic clause term
to the case of proof links. This will give rise to a notion of schematic characteristic clause
term. Asusual, a clause term is a term built inductively from clauses and the binary symbols
®, ®. The usual definition of the characteristic clause term depends upon the cut-status of
the formula occurrences in a proof (i.e. whether a given formula occurrence is a cut-ancestor,
or not). But a formula occurrence in a proof schema gives rise to many formula occurrences
in its evaluation, some of which will be cut-ancestors, and some will not. Therefore we
need some machinery to track the cut-status of formula occurrences through proof links.
Hence we call a set Q of formula occurrences from the end-sequent of an LKS-proof n a
cut-configuration for .

We will represent the characteristic clause term of a proof link in our object language:
For all proof symbols ¢ and cut-configurations €2 we assume a unique indexed proposition
symbol ¥
clause set of 1(a), with the cut-configuration §2”.

called clause term symbol. The intended semantics of clg’w is “the characteristic

» Definition 3.1 (Characteristic clause term). Let 7 be an LKS-proof and € a cut-configuration.
In the following, by I'q, Ag and I'c, Ac we will denote multisets of formulas of 2- and
cut-ancestors respectively. Let p be an inference in 7. We define a clause term O, (7, {2)
inductively:
if p is an axiom of the form I'g,T'c, T F Aq, Ac, A, then ©,(7,Q) =Tq,Tc F Ag, Ac
if p is a proof link of the form - - - - - (5/} (flz) 77777 then define Q' as the set of
o, Te,T'F Ag,Ac, A
formula occurrences from I'g,I'c - Aq, Ac and ©,(m,Q) =+ cl?l’w
if p is an unary rule with immediate predecessor p’, then ©,(7, ) = 0,/ (7, ).
if p is a binary rule with immediate predecessors p1, p2, then
if the auxiliary formulas of p are - or cut-ancestors, then ©,(7,Q) = 0, (7,Q) @
@Pz (7T', Q)v
otherwise ©,(m, Q) = ©,,(7,Q) ® O,,(7,).
Finally, define ©(m, Q) = 0, (7, ), where py is the last inference of 7, and ©(7) = ©(, ).

» Example 3.2. Let’s consider the proof schema ¥ of the sequent po, Ai—o(—p; V piy1) b
Pni1, defined in Example 2.6. We have two relevant cut-configurations: @) and {p,1}. The
characteristic clause terms of ¥ for these cut-configurations are:

O(m, D) = F®RF

O(m, {Pns1}) = F®Fp

O(v(k+1),0) FellPr Y @ (g F @ F)
Ok +1){pnr1}) = F "M@ (p b @ F prsa)

We say that a clause term is ground if it does not contain index variables and clause term

symbols. Analogously to proof schemata, we define a notion of evaluation of characteristic
clause terms:
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» Definition 3.3 (Evaluation). We define the rewrite rules for clause term symbols for all
proof symbols 13 and cut-configurations €2

g = O(ms, ), = Ok +1),9),

forall 1 < 8 < «a. Next, let v € N and let clfvs 1+ be a normal form of clS’W under
the rewrite system just given. Then define © (15, Q) = I and ©(¥, Q) = O(11,Q) and
finally the schematic characteristic clause term ©(¥) = O(¥, ().

Now we can explain why we chose to define the characterstic clause set via the characteristic
clause term: The clause term is closed under the rewrite rules we have given for the clause
term symbols, while the notion of clause set is not (a clause will in general become a formula
when subjected to the rewrite rules). Now, we prove that the notion of characteristic clause
term is well-defined.

» Proposition 3.4. Let v € N and 2 be a cut-configuration, then ©(¢3,) |, is a ground
clause term for all 1 < 5 < «. Hence O(¥) |, is a ground clause term.

Proof. We proceed analogously to the proof of Proposition 2.7. <

Next, we show that evaluation and extraction of characteristic clause terms commute. We
will later use this property to derive results on schematic characteristic clause sets from
standard results on (non-schematic) CERES.

» Proposition 3.5. Let 2 be a cut-configuration and v € N. Then (¥ |,,Q) = 0(¥,Q) |,.

Proof. We proceed by induction on «. If v = 0, then O(¥ }(, Q) = O(m1,Q) and O(¥, Q) o=
@(7‘&'1, Q)

TH1: assume y > 0 and for all 5 < v, ©(¥ |5,Q) = O(¥,Q) | 5. We proceed by induction
on the number a of proof symbols in W.

Let a = 1. By the definition of characteristic clause term, constructions of ©(¥ |, Q)
and ©(¥, Q) |, differ only on proof links, i.e. if (¢1(k)) is a proof link in v4(k + 1), then
by the definition of evaluation of proof schemata, ©(¢1 |-,) contains the term (¢ s
,§V) and by the definition of evaluation of term schemata, ©(¥,2) |, contains the term
O(¥,Q) 3. Then by the assumption O(¢1 15,Q) = O(¥,Q) lg and we conclude that
(11, 2) = O, Q) .

Now, assume « > 1 and proposition holds for all proof schemata with proof symbols
less than « (IH2). Again, for proof links in v4(k + 1) of the form (¢ (k)) the argument
is the same as in the previous case. Let (¢,(a)), 1 < ¢ < «, be a proof link in vy (k + 1).
Then, again, by the definition of evaluation of proof schemata, ©(¢; |, {2) contains the
term O(¢, 5, ) and by the definition of evaluation of term schemata, ©(¥, Q) |, contains
the term ©(2, ) |y, where & = ((m,,v,(k+1)),...,(7a,va(k +1))). Clearly, ¢ contains
less than a proof symbols, then by TH2, ©(1), |5, Q') = O($, Q) A and we conclude that
9(1/}1\L779) = @(\I/7Q)J/y <

From the characteristic clause term we finally define the notion of characteristic clause set.
Towards this, we define some operations on (sets of) sequents.

» Definition 3.6. Let ' H A and IT - A be arbitrary sequents, then we define ' F A x IT -
A =TI1 v A,A. We extend this relation to sets of sequents P, in a natural way:
PxQ={SpxS8qg|SpePSyecQ}

» Definition 3.7 (Characteristic clause sets). Let © be a clause term. Then we define a clause
set |O] in the following way:
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T'FAl={TF A},

|@1 ®@2| = |@1| X ‘@2|,

(01 @ O2] = [01[ U |Oy].
For an LKS-proof 7 and cut-configuration €2, CL(7, Q) = |O(7w,Q)|. We define the stan-
dard characteristic clause set CL(w) = CL(m, () and the schematic characteristic clause set

CL(¥,Q) = |0(¥, Q)| and CL(¥) = CL(¥, §).

» Example 3.8. Let’s consider the characteristic clause terms defined in Example 3.2.
Then the sequence of CL(¥) Jg, CL(¥) {1, CL(®) Jo,...is: {F}, {Fp1;p1F}, {Fp1; 1 b
p2; p2kl, ..

Now we prove the main result about the characteristic clause set and lift it to the schematic
case.

» Proposition 3.9. Let 7 be a ground LKS-proof. Then CL(7) is unsatisfiable.

Proof. By the identification of ground LKS-proofs with propositional LK-proofs, the result
follows from Proposition 3.2 in [7]. <

» Proposition 3.10. CL(¥) |, is unsatisfiable for all v € N (i.e. CL(¥) is unsatisfiable).

Proof. By Propositions 3.5 and 2.7 CL(¥) |,= CL(¥,0) lo= CL(¥ |,,0) = CL(¥ |,)
which is unsatisfiable by Proposition 3.9. |

The rewrite rules from Definition 3.3 can be used as logical definitions. Hence any
theorem prover for propositional schemata can be used to refute CL(¥).

4 Projections

The next step in the schematization of the CERES method consists in the definition of
schematic proof projections. The aim is, in analogy with the preceding section, to construct
a schematic projection term that can be evaluated to a set of ground LKS-proofs. As before,
we introduce formal symbols representing sets of proofs, and again the notion of LKS-proof
is not closed under the rewrite rules for these symbols, which is the reason for introducing
the notion of projection term.

For our term notation we assume for every rule p of LKS a corresponding rule symbol
that, by abuse of notation, we also denote by p. Given a unary rule p and an LKS-proof =,
there are different ways to apply p to the end-sequent of m: namely, the choice of auxiliary
formulas is free. Formally, the projection terms we construct will include this information
so that evaluation is always well-defined, but we will surpress it in the notation since the
choice of auxiliary formulas will always be clear from the context.

For every proof symbol ¢ and cut-configuration €2, we assume a unique proof symbol
pr»?¥. Now, a projection term is a term built inductively from sequents and terms pr*¥(a),
for some arithmetic expression a, using unary rule symbols, unary symbols w'™# for all
sequents I' - A and binary symbols @&, ®, for all binary rules o. The symbols pr'»¥ are
called projection symbols. The intended interpretation of pr>¥ (a) is “the set of characteristic
projections of ¥ (a), with the cut-configuration Q.

» Definition 4.1 (Characteristic projection term). Let m be an LKS-proof and  an arbitrary
cut-configuration for 7. Let I'g, Ag and I'c, A¢ be multisets of formulas corresponding to
Q- and cut-ancestors respectively. We define a projection term =Z,(m,(2) inductively:

If p corresponds to an initial sequent S, then we define =,(m, Q) = S.
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If p is a proof link in 7 of the form: - - - - 222 _ __ _ then, letting Q' be the set
F97FC7F = AQaAC7A

of formula occurrences from ', T'c F Agq, A, define Z,(7, Q) = prQ"w(a).

If p is a unary inference with immediate predecessor p’, then:
if the auxiliary formula(s) of p are Q- or cut-ancestors, then Z,(m, Q) = 2,/ (7, ),
otherwise Z,(m, Q) = p(E, (7,9Q)).

If o is a binary inference with immediate predecessors p; and po, then:
if the auxiliary formulas of o are - or cut-ancestors, let I'; = A; be the ances-
tors of the end-sequent in the conclusion of p;, for ¢ = 1,2, and define: E,(w, ) =
W'e82(2,, (7, Q) & w1 (E,, (1, Q),
otherwise E,(m, Q) = =Z,, (7, Q) @, Zp, (7, Q).

Define Z(m, Q) = E,, (7, ), where pg is the last inference of 7.

We say that a projection term is ground if it does not contain index variables and projection
symbols.

» Example 4.2. Let’s consider the proof schema W of the sequent pg, /\?:O(ﬁpi\/piﬂ) F Pt
defined in Example 2.6 and cut-configurations defined in Example 3.2. Then the projection
terms of W for those cut-configurations are:

E(m,0) = —u(poF po) ®v, p1Fp1

E(m, {Pnt1}) = —u(po bk po)®v, p1Fp1

E(v(k+1),0) = Alwrtepeetpee (prive )9 (k)@
wpo’/\i=0(ﬁpjvpi+1)}_(_‘l(pk+1 F Dit1) ®v, P2 - Drt2))

Ewk+1),{pns1}) = /\l(wﬁpkHVpHgF(pr{pn+1},w(/€))@

.
wpo’/\i:"(ﬁp"vp”m(ﬁl(pk+1 FPry1) @v, Pra2 F Pri2))

We now define the evaluation of projection terms, which is compatible with the respective
definition for clause terms.

» Definition 4.3 (Evaluation). We define the rewrite rules for projection term symbols for all
proof symbols 13 and cut-configurations €2:

prt?e(0) = E(mp,Q2),  prV(k+1) = E(vs(k +1),Q),

for all 1 < B8 < «. Next, let v € N and let pr»¥# |, be a normal form of pr'>¥# () under
the rewrite system just given. Then define (g, 2) = pr»¥s and Z(¥,Q) = Z(¢1, ) and
finally the schematic projection term Z(¥) = Z(¥, 0).

» Proposition 4.4. Let 2 be a cut-configuration and v € N. Then E(¥ ., Q) = Z(¥, Q) |,.
Proof. We proceed as in the proof of Proposition 3.5. <

We will define a map from ground projection terms to sets of ground LKS-proofs. For
this, we need some auxiliary notation. The discussion regarding the notation for the appli-
cation of rules from the beginning of this section applies here.

» Definition 4.5. Let p be an unary and o a binary rule. Let ¢, m be LKS-proofs, then p(¢)
is the LKS-proof obtained from ¢ by applying p, and o (¢, ) is the proof obtained from the
proofs ¢ and m by applying o.

Let P,Q be sets of LKS-proofs. Then p(P) = {p(n) | * € P}, P'™® = {#1"2 | 7 € P},
where 712 is 7 followed by weakenings adding I' - A, and P x, Q = {o(¢,7) | ¢ € P,w €

Q}
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» Definition 4.6. Let = be a ground projection term. Then we define a set of ground
LKS-proofs |Z| in the following way:

|[AF Al ={AF A},

|p(E)] = p(JZ]) for unary rule symbols p,

WA (=)| = [Z]TFA,
Z1 @ B2| = [E1| U|E2],
|21 ®5 Za| = |Z1| Xo |E2| for binary rule symbols o.

For ground LKS-proofs 7 and cut-configurations © we define PR(7, ) = |2(7, Q)| and the
standard projection set PR(m) = PR(m,0). For v € N we define PR(V) = |Z(¥) | |.

The following result describes the relation between the standard projection set and charac-
teristic clause set in the ground case. It will allow us to construct, together with a resolution
refutation of CL(V), essentially cut-free proofs of S(v) for all v € N. Finally, the result is
lifted to the schematic case.

» Proposition 4.7. Let m be a ground LKS-proof with end-sequent S, then for all clauses
C € CL(7), there exists a ground LKS-proof 7 € PR(7) with end-sequent S o C'.

Proof. By the identification of ground LKS-proofs with propositional LK-proofs, the result
follows from the Definition 4.6 and Lemma 3.1 in [7]. <

» Proposition 4.8. Let v € N, then PR(¥ |,) = PR(¥) |,.
Proof. This result follows directly from Proposition 4.4. <

» Proposition 4.9. Let v € N, then for every clause C' € CL(¥) |, there exists a ground
LKS-proof 7 € PR(V) ., with end-sequent C o S(v).

Proof. By Proposition 3.5, CL(¥) |,= CL(¥ |,), and by Proposition 4.8, PR(¥) |, =
PR(¥],). Then the result follows from Proposition 4.7, since ¥ |, has end-sequent S(y) by
definition. |

5 Resolution Schemata

In this section we define a notion of schematic resolution. In fact, schematic resolution
refutations of CL(¥), combined with the schematic projections PR(¥) allow the construction
of schematic atomic cut normal forms of the original proof schema W — what is precisely the
aim of a schematic CERES-method.

» Definition 5.1 (s-clause). Clause variables are s-clauses, and clauses are s-clauses. If s1, o
are s-clauses then s; o s is an s-clause. An s-clause over the clause variables X1, ..., X, is
an s-clause with clause variables in {X1,..., X, }

» Definition 5.2 (clause schema). A clause schema is a term ¢(a, X1,...,X,) w.r.t. a rewrite
system R where a is an integer term, X5, ..., X, are clause variables and R is of the form

{t(O,Xl,...,Xa) — S0; t(i+1,X1,...,Xa) —>t(i,51,...,sa)}

where s, ..., S, are s-clauses over the variables X71,..., X,.

Note that Definition 5.2 admits the representation of clauses of variable length, in con-
trast to the sequents of our input language. We will see in Section 6 that clause variables
will be needed for schematic refutations where the number of atoms in clauses increases with
the parameter n.
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» Example 5.3. Let X,Y be clause variables; then Y o (F pg) o X and (F p;11) o X are
s-clauses. The term t(n, X,Y) w.r.t

{t(0, X,Y) = Yo(Fpo)oX; t(i+1,X,Y) = t(i, (- pir1) o X, Y)}

is a clause schema. The normal forms of the terms ¢(co, F, F go) are just the clauses
F qo,p0, ... ,Pa for a > 0.

Below we generalize the concept of resolution deductions to so-called resolution terms,
which define some kind of skeleton for resolution deductions.

» Definition 5.4 (resolution term). We define resolution terms inductively:
s-clauses are resolution terms.
clause schemata are resolution terms.
Let t; and t5 be resolution terms w.r.t. R; and Ry and p an indexed atom. Then
r(t1;te;p) is a resolution term w.r.t. Ry U Ro.

Let D be a set of clause schemata. A resolution term ¢ based on D is a resolution term
s.t. all s-clauses and clause schemata in ¢ are also in D.

» Example 5.5. Let ¢(n, X,Y) be the clause schema w.r.t. rewrite system defined in Defi-
nition 5.2. Then

r(r(t(n, X,Y); pn b5 pn); 90,015 o)

is a resolution term. The normal form of this term for n = 1, X =F, Y = kg is
r(r(F go,po,p1; 1 F; P1); do,q1 F; o). This term even represents a resolution deduction.

r-expressions without clause variables can be evaluated to resolution deductions in the
usual sense:

» Definition 5.6 (resolvent). Let C': C1 F Cy, D: Dy - Dy be clauses and P an atom. Then
|r(C,D, P)| =Cy,D; \ P+ Cs\ P,Ds, where C3 \ P denotes the multi-set of atoms in Cs
after removal of all occurrences of P. The clause |r(C, D, P)| is called a resolvent of C' and
D on P.

Note that, in case P does not occur in Dy and/or Cy the clause |r(C, D, P)| is not a
resolvent in the usual sense, but a clause which is subsumed by C or D; thus, also in this
case, |r(C, D, P)| is a logical consequence of C' and D.

» Definition 5.7 (resolution deduction). If C is a clause then C is a resolution deduction and
ES(C) = C. If p; and g9 are resolution deductions and ES(91) = D1, ES(02) = Dy and
|r(D1, D2, P)| = D then r(p1, 02, P) is a resolution deduction and ES(r(o1, 02, P)) = D.

Let t be a resolution deduction and C be the set of all clauses occurring in ¢; then ¢ is
called a resolution refutation of C if ES(t)=F.

Any resolution deduction g in Definition 5.7 can easily be transformed into a resolution
tree T'(p) in an obvious way.

» Example 5.8. T'(r(r(F qo,po,p1; P1 F; p1); 90,q1 F; qo)) is the resolution tree

Fqo,po,p1 p1F
F g0, Po qo,q1 F
q1 b po

We define a notion of resolution proof schema in the spirit of Definition 2.4:

11
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» Definition 5.9 (resolution proof schema). A resolution proof schema with clause variables
Xi,...,Xp is a structure ((01,...,0q), R) with R: R; U...UR,, where the R; (for 0 <
i < «) are defined as follows:

Ri = {Qi(O,Xl, e 7)(5) — Sy,
Qz(k + 15X17' . aXﬂ) — ti[gi(k7*§20)7gl1(azl7*§zl)7 . '791]'(7;)(0/3‘(1‘),53‘(1‘))]}

where
s; is a parameter-free resolution term,
at,..., aé(i) are arithmetic terms,
50y E;(i) are vectors of clause schemata,
the ¢;[0i(k, 50), 01, (a1, 81), - - 01, (@] ) 5;.@)] are rgsolution termsl after‘ replacement of
some clause schemata by the terms 0;(k,50), a1, (a, 1), - - -, 01, (@), 55;y) where i <

min{ly,..., L} and max{ly,..., L} < o

» Definition 5.10 (resolution refutation schema). A resolution proof schema is called a reso-
lution refutation schema of a clause schema C(n) if there exist clauses C,...,C, s.t., for
every assignment 3 for n, g1(n,Ch,...,Cq) s is a resolution refutation of C(n)g.

» Example 5.11. Let CL(¥) be the schema of characteristic clauses from Example 2.6.
Note that CL(V) Jo= {F p1; 1 F p2; ...; Da—1 F Da; Do F} for @ > 0. The resolution
proof schema ((p,0),R) is a resolution refutation schema of CL(¥), where
(

R = {o(0) =F, o(k+1) = r(0(k); pry1 b5 Prs1),
5(0) = Fp1, 6(k+1) = r(6(k); Pr+1 b Prr2; Prt1)}-

A refutation of the clause set CL(¥) ], is then defined by the term o(n)lq.
Note that in this refutation schema we did not make use of clause variables.

Finally, we can summarize the CERES method of cut-elimination for proof schemata by
defining the whole CERES-procedure CERES-s on schemata (where ¥ is a proof schema):

Phase 1 of CERES-s: (schematic construction)
compute CL(¥);
compute PR(¥);
construct a resolution refutation schema g of CL(¥).
Phase 2 of CERES-s: (evaluation, given a number «)
compute CL(¥) }q;
compute PR(V) |;
compute 01(n,C1,...,C8)la and Ty: T(01(n, C1,...,C8)la);
append the corresponding projections in PR(¥) |, to T, and propagate the contexts
down in the proof.

» Theorem 5.12. Let U be a proof schema with end-sequent S(n). Then the evaluation of
CERES-s produces for all a € N a ground LKS-proof © of S(a)) with at most atomic cuts
such that its size || polynomial in |o1(n,C1,...,C8)la | - [PR(¥)lq |

Proof. Let a € N. By Proposition 4.8 we obtain for any clause in C,: CL(¥) |, a cor-
responding projection of the ground proof 9, in PR(¥) 4. Let R = ((01,-..,08),R) be
a resolution refutation schema for CL(¥) constructed in phase 1 of CERES-s and T, the
corresponding tree. Clearly the length of any projection is at most [PR(¥) ), | and |T(a)|
is polynomial in g1 (n,C4,...,Cp/) lo. Moreover, the resulting proof 7, of S(c) obtained in
the last step of phase 2 contains at most atomic cuts. <
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While the schematic characteristic clause set and the schematic projections could be
obtained fully automatically, this is not the case for the resolution refutation schemata.
For regular schemata, however, it is known that schematic tableaux-proofs can always be
computed (see [5]). In [5] a transformation of the schematic tableaux-proofs to specifications
of resolution proof schemata is given. However, the format of this specification is complex,
hard to read and problematic to human interpretation (which is always the last step in an
application of CERES); hence, a translation to our format of resolution refutation schemata
appears desirable and will be part of future investigations.

6 The Adder Proof

In this section we give a more complex example of schematic cut-elimination. We formalize
a proof of the theorem that a circuit bit adder is commutative and use the lemma that the
carry bits are equal. First we introduce some “shortcuts” for formulas (Q denotes the sum
and € the carry bit computation):

A®B =45 (AAN-B)V(-AAB)
A& B =def (—‘A\/B) A (“B\/A)

S; =def Sie (Ai®B;)®C;
S, =us Sle(BioA)aC!
(o} =def Cit1 e (AiAB)V(CiNA)V(C; ABy)
Cl =gy Clii e (BinNA)V(CLAB)V(CINA;)

Adder,, =def /\?:0 Sz A /\?:0 Cz A =Cy
Adder], =gy /\?:0 g; A /\?:0 éi A =Cq
EqCn  =aes Niso(Ci & C))

EqSn  =der NiZo(Si & 5))

The schematic proof ¥ is defined via the proof symbols ) < ¢ < ¢ < x (by abuse of
notation, we use the same meta symbols for proofs and proof symbols) and the following
definitions:

P Y PO AR & AR ar L o
=Co,=Ch, \;_, Cis \,_, Ci F BEaCx EqCw, \;_, S, \;_, Si - EaSi.

—\Co, —\C(/), /\f:() éi, /\5:0 C;, /\k si, /\5:0 S; = EqS;C

1=0

cut

A lx

Addery,, Adder), = EqSk

Because of lack of space we omit all basic cases and the purely propositional parts of the
proofs.?2 We define p(k + 1) as:

(o(k)) (p(k))

R e R a e y i

k A ’
ieo CiFCrir & Chyq

A:rryc: lx

k

!
~Co, ~Ch, i=0

A k A
Ci, \i_, Ci F BaCrp

A lx

k+1 A k+1 A
=Co,=Cy, \;—, Cis \,Z, i+ EaCria

where ¢(k + 1) is:

2 A fully formal proof can be found here: http://www.logic.at/asap/
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****** K TS TR AT T T T oo . .
-Co, =C4, N7 ci,/\H) CiF Crp1 & Clyy Cr41 € Cri1,Cur1,Chpy F Crgz & Chyy
— — cut

k N k ~, A ~
=Co, ~Co, \i_y Cis \i_y €is Crr1, Clyr F Criz & Ciyy

A lx

k+1 A kE+1 A
=C, —|C(’), /\i:(l C,, /\1’:0 C; = Ck+2 =4 C;+2

and finally, x(k + 1) is:

(x(k))

k A k A A A
chk,/\i:0 S, /\i:0 S! F EqSk Crs1 € Chy1:Sk41,8kpq F Sk € S .
o r

F & & - N
EqCy, /\i:[] S, /\ S5 Crt1 € Cry1,Sk+1,Sk 1 F EqSkta

i=0 ¢’

Az lx

k+1 k41 4
EqClqa, /\i:0 Si, /\i:o S! F EqSk+1

The schematic clause term and the projection term of this proof schema can be found
at http://www.logic.at/asap/. Below we give first the sequence of characteristic clause sets
CL, (for CL, = CL(¥)],) and then a resolution refutation schema R of CL().

CLo = {Co b CjF}UD,UCa. Dy =0, Dy = {Cy +Cf; Ci F Cu).
Dﬁ"l‘l = D/B U {CBJ,—l F O/g+17 C,Bv Cé+1 + CB+1’ Oé’
C5,Cp41F Chiy; Cp,Chyy F Cppa}

Co = {F Co,Cp; Co,CyF}, Cpy1 =Cpo{F Cpy1,Ch, 1} UCs0{Cpy1,Ch 4 F}

A resolution refutation schema of CL(¥) is R = ((0,0,1), R) where R is the following
system:

{0(0,X) — r(r((F Co,Cp) o X; CyF; Cp); Cp ks Cyp),
ok+1,X) — r(r(o(k, (- Cr1,Criq) 0 X); n(k); Crit);
r(6(k); o(k, (Crt1,Cryy F) o X); Cryy);

r

Clt1),
5(0) — CFCf,
6(k+1) = 7(Crhy2F Cpyg, Crpr; 1(0(k); Cryrs Chya b Crya Crya)i Crya),
n(0) — CiFCh,
nk+1) — T(Cl/€+2 - Ck+2vCl/€+1§ r(n(k); Ck+1vcl/c+2 F Crta2; Cri); Cl,chl)}

Note that, for the specification of this resolution refutation schema, the use of the clause
variable X is vital. For the derivations §(n) and n(n) we get ES(6(n)la) = Cay1 F Ch1,
ES(n(n)la) = Cl41 F Cat1. The resolution refutation of CL,, is defined by o(n,F) la.

It is easy to verify that, for all «, g : o(n,F) |« is a resolution refutation of CL,. For
0o this is trivially realized. Assume that g, is a resolution refutation of CL,. Then, using
this induction hypothesis, g,+1 is a resolution refutation if

r(r( Cav1, Caqrs Chqr b Cavrs Cogn);
1(Cag1 - Clhyrs Cag1,Chir s Chyr);
Ca+1)

is a resolution refutation, which it obviously is. That py41 is also a refutation of CL41
follows from the recursive definition of CL,,.

Although the above proof is not of mathematical importance, it has some interesting
properties. First, we observe that for all « € N, CL,, contains 2®*2 clauses. Second, while
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the original proof schema (with cuts) used the lemma that all carry bits are equal, from the
resolution refutation (which is a skeleton of the cut-free proof) we can see that the cut-free
proof now derives the equality of the carry bits one-by-one.
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