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Abstract

It has been shown that linear logic can be successfully used as a framework for both specifying proof systems for
a number of logics, as well as proving fundamental properties about the specified systems. This paper shows how
to extend the framework with subexponentials in order to declaratively encode a wider range of proof systems,
including a number of non-trivial proof systems such as multi-conclusion intuitionistic logic, classical modal logic
S4, intuitionistic Lax logic, and Negri’s labelled proof systems for different modal logics. Moreover, we propose
methods for checking whether an encoded proof system has important properties, such as if it admits cut-elimination,
the completeness of atomic identity rules, and the invertibility of its inference rules. Finally, we present a tool
implementing some of these specification/verification methods.

1 Introduction

Designing suitable proof systems for specific applications has become one of the main tasks
of many applied logicians working in computer science. Proof theory has been applied in
different fields including programming languages, knowledge representation, automated rea-
soning, access control, among many others. Such proof systems should also have good prop-
erties, e.g. the admissibility of the cut-rule (which leads to other important properties such
as the sub-formula property and the consistency of the system) as well as the completeness
of atomic identity rules and the invertibility of inference rules. It is therefore of interest to
develop techniques and automated tools that can help logicians (and possibly non-logicians)
in specifying and reasoning about proof systems.

In recent years, a series of papers [19, 18, 25, 31] have shown that linear logic [13] can
be used as a framework for specifying and reasoning about proof systems. In particular,
[31, 25] showed how to specify not only sequent calculus systems, but also natural deduction
systems for different logics, such as minimal, intuitionistic and classical logics. Moreover,
[19, 18] showed how to check whether an encoded proof system enjoys important properties
by simply analyzing its linear logic specification. This existing material provides sufficient
conditions for guaranteeing cut-elimination of the specified systems.

In our previous work [26], we proposed using linear logic with subexponentials as a frame-
work for specifying proof systems. The motivation for this step comes from the fact that,
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2 An Extended Framework for Specifying and Reasoning about Proof Systems

since exponentials in linear logic are not canonical [23, 7], one can construct linear logic
proof systems containing as many subexponentials as one needs. This feature made it possi-
ble to declaratively encode a wide range of proof systems, such as a multi-conclusion proof
system for intuitionistic logic [16]. In addition, since the proposed encoding is natural and
direct, we were able to use the rich linear logic meta-level theory in order to reason about the
specified systems in an elegant and simple way.

The contribution of this paper is three-fold. First, in Section 4, we demonstrate how to
declaratively specify proof systems with more involved structural and logical inferences rules
using linear logic theories with subexponentials. We encode proof systems that have struc-
tural restrictions that are much more interesting and challenging than those of the systems
specified in [26]. Besides the multi-conclusion system for intuitionistic logic specified in our
previous work, we specify proof systems for intuitionistic lax logic [10], focused intuitionis-
tic logic LJQ", classical modal logic S4 as well as Negri’s labelled proof systems for different
modal logics. These examples provide evidence that linear logic with subexponentials can be
successfully used as a framework for a number of proof systems including systems for modal
logics.

Our second contribution, in Section 5, follows and enhances the ideas presented in [19].
We provide sufficient conditions for guaranteeing three properties of systems specified us-
ing subexponentials: (1) the admissibility of the cut-rule; (2) the completeness of the system
when using only atomic instances of the initial rule; and (3) the invertibility of each inference
rule. The main difference from what is presented here and the work developed in [19] is the
establishment of some criteria for permutation of rules. Such analysis is needed for checking
whether cuts can be transformed into principal cuts. Since our framework enables the encod-
ing of much more complicated proof systems, the behavioral analysis is more involved and it
leads to more general conditions when compared to [19].

Finally, we have implemented a tool, described in Section 6, that accepts a linear logic
with subexponentials specification and automatically checks whether principals cuts can be
reduced to atomic cuts and whether initial rules can be atomic only. Our tool is able to show
that most of the systems mentioned' above satisfy these conditions. Furthermore it also can
check cases for when the cut-rule can be permuted over an introduction rule and when an
introduction rule can permute over another introduction rule. Such analysis can greatly help
to discover corner cases for when the reduction of a proof with cuts into a proof with principal
cuts only is not immediate.

This paper is structured as follows. Section 2 introduces the proof system for linear logic
with subexponentials, called SELLF, which is the basis of the proposed logical framework. In
Section 3, we describe how to encode a proof system in our framework. Section 4 describes
the encoding of a number of proof systems, namely, the proof system GIm for minimal
logic [33], the multi-conclusion proof system for intuitionistic logic mLJ [16], the focused
proof system LJQ* for intuitionistic logic [8], a proof system for the classical modal logic
S4, a proof system for intuitionistic lax logic [10], and the labelled proof system G3K for
modal logics [21]. Section 5 introduces the conditions for verifying whether an encoded
proof system satisfies the properties mentioned before, which can be checked using our tool
described in Section 6. Finally, in Sections 7 and 8, we end by discussing related and future
work.

This is an improved and expanded version of the workshop paper [26].

IThe exception is LJQ*, whose cut-elimination argument is quite involved.
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2 Linear Logic with Subexponentials

Although we assume that the reader is familiar with linear logic, we review some of its
basic proof theory. Liferals are either atomic formulas (A) or their negations (A+). The
connectives ® and ’® and their units 1 and L are multiplicative; the connectives & and &
and their units 0 and T are additive; ¥ and 7 are (first-order) quantifiers; and ! and ? are the
exponentials (called bang and question mark, respectively). We shall assume that all formulas
are in negation normal form, meaning that all negations have atomic scope.

Due to the exponentials, one can distinguish in linear logic two kinds of formulas: the
linear ones whose main connective is not a ? and the unbounded ones whose main connective
is a 7. The linear formulas can be seen as resources that can only be used once, while the un-
bounded formulas represent unlimited resources that can be used as many times as necessary.
This distinction is usually reflected in syntax by using two different contexts in linear logic
sequents (- ® : I'), one (®) containing only unbounded formulas and another (I') with only
linear formulas [1]. Such distinction allows to incorporate structural rules, i.e., weakening
and contraction, into the introduction rules of connectives, as done in similar presentations
for classical logic, e.g., the G3c system in [33]. In such presentation, the context (®) contain-
ing unbounded formulas is treated as a set of formulas, while the other context (I') containing
only linear formulas is treated as a multiset of formulas.

It turns out that the exponentials are not canonical [7] with respect to the logical equiva-
lence relation. In fact, if, for any reason, we decide to define a blue and red conjunctions (AP
and A" respectively) with the standard classical rules:

IA,B+ A I'-rALA T+HAB

— 2 — [AbL AR
RAAhBFA[ ] T'rAANB [A"R]
[LA,BrA , F'rAA THAB

rAnBra N Traang WH

then it is easy to show that, for any formulas A and B, A A* B = A A" B. This means that
all the symbols for classical conjunction belong to the same equivalence class. Hence, we
can choose to use as the conjunction’s canonical form any particular color, and provability is
not affected by this choice. However, the same behavior does not hold with the linear logic
exponentials. In fact, suppose we have red !", ?” and blue !°, ?” sets of exponentials with the
standard linear logic rules:

+1, F
FT,2°F

F T, F FT,F F T F

LT gy o py _— D?’
FTRVF[J FFJTJDJ TP F (DY)

[1"]
We cannot show that ! F = !° F nor 7”F = ?°F. This opens the possibility of defining
classes of exponentials, called subexponentials [24]. In this way, it is possible to build proof
systems containing as many exponential-like operators, (!!, ?) as one needs: they may or
may not allow contraction and weakening, and are organized in a pre-order (<) specifying
the entailment relation between these operators.

Formally, a proof system for linear logic with subexponentials, called SELLsy, is specified
by a subexponential signature.

DeriNITION 2.1
A subexponential signature is a tuple X = (I, <, U), where I is the set of labels for subexpo-
nentials, U C I, specifying which subexponentials allow for weakening and contraction and
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< is a preorder relation’> among the elements of 7 upwardly closed with respect to the set U,
that is, if x < y and x € U, then y € U3

For a given a subexponential signature X = (I, <, U), the proof system SELLy contains the
same introduction rules as in linear logic for all connectives, except the exponentials. These
are specified by the subexponential signature, X, as follows:*

FCA FYC,YC A

. FA
FS2 pifxer
Foc A D itxedl FCA

[C, lfy € (L{] m

[W,if z € U]
The first rule, called dereliction, can be applied to any subexponential, while contraction and

weakening only to subexponentials that appear in the set ¢. The promotion rule is given by
the following inference rule:

F?Cy,...,7C,, C
F2C,..., PCy 12C

(1]

where a < x; for all i = 1,...,n. The promotion rule will play an important role here,
namely, to specify the structural restrictions of encoded proof systems. In particular, one can
use a subexponential bang, !, to check whether there are only some type of formulas in the
context, namely, those that are marked with subexponentials, ?*, such that ¢ < x. If there is
any formula ?¥ F in the context such that ¢ £ y, then !° cannot be introduced.

We classify all the subexponential indices belonging to U as unrestricted or unbounded,
and the remaining indices as restricted or bounded.

Danos et al. showed that SELL admits cut-elimination [7].

THEOREM 2.2
For any signature %, the cut-rule is admissible in SELLy.

2.1 Focusing

First proposed by Andreoli [1] for linear logic, focused proof systems provide the normal
form proofs for cut-free proofs. In this section, we review the focused proof system for
SELL, called SELLF, proposed in [24].

In order to explain SELLF, we first recall some more terminology. We classify as positive
the formulas whose main connective is either ®, ®, 4, the subexponential bang, the unit 1 and
negated atoms (A*)>. All other formulas are classified as negative. Figure 1 contains the
focused proof system SELLF that is a rather straightforward generalization of Andreoli’s
original system. There are two kinds of arrows in this proof system. Sequents with the |
belong to the positive phase and introduce the logical connective of the “focused” formula
(the one to the right of the arrow): building proofs of such sequents may require non-invertible
proof steps to be taken. Sequents with the f} belong to the negative phase and decompose the
formulas on their right in such a way that only invertible inference rules are applied. The

ZA preorder relation is a binary relation that is reflexive and transitive.

3This last condition on the pre-order is necessary to prove that SELLy admits cut-elimination see [7]. Moreover, it is possible to separate the set of
labels into two sub-sets denoting the subexponential labels that allow contraction and weakening respectively. We opted to use a single set U, as here we
only use subexponentials that have none of these structural properties or both. See [23] for more details.

4Whenever it is clear from the context, we will elide the subexponential signature X.

51n the original presentation of SELLF [24], one is allowed to assign the polarity of literals. Here for simplicity, we assume a fixed polarity, where
negated atoms have always positive polarity.
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structural rules Dy, D;,R f}, and R | and the promotion rule make the transition between a
negative and a positive phase.

Similar to the usual presentation of linear logic, there is a pair of contexts to the left of
and |} of sequents, written here as K : I'. The second context, I', collects the formulas whose
main connective is not a question-mark, behaving as the bounded context in linear logic.
But differently from linear logic, where the first context is a set of formulas whose main
connective is a question-mark, we generalize K to be an indexed context, which is a mapping
from each index in the set / (for some given and fixed subexponential signature) to a finite
multiset of formulas, in order to accommodate for more than one subexponential in SELLF.
In Andreoli’s focused system for linear logic, the index set contains a single subexponential,
o0, and K] contains the set of unbounded formulas. Figure 2 contains different operations
used in such indexed contexts. For example, the operation (K ® K3), used in the tensor rule,
specifies the resulting indexed context obtained by merging two contexts K; and %K.

One of the main features of focusing is to allow the composition of a collection of inference
rules of the same polarity into a “macro-rule.” Consider, for example, the formula N; &
N, ® N3, where all N, N,, and N are negative formulas. Once focused on, the only way to
introduce such a formula is by using a “macro-rule” of the form:

k?(:FﬂNi
F?(IFllN]@NQ@N3

where i € {1,2,3}. In this paper, we will encode proof systems in SELLF in such a way that
the “macro-rules” available using our specifications match exactly the inference rules of the
encoded system.

This paper will make great use of the promotion rule, !’, in order to specify the structural
restrictions of a proof system. In particular, this rule determines two different operations
when seen from the conclusion to premise. The first one arises by its side condition: a bang
can be introduced only if the linear contexts that are not greater to I are all empty. This
operation is similar to the promotion rule in plain linear logic: a bang can be introduced only
if the linear context is empty. The second operation is specified by using the operation K <;:
in the premise of the promotion rule all unbounded contexts that are not greater than I are
erased. Notice that such operation is not available in plain linear logic.

Nigam in [23] proved that SELLF is sound and complete with respect to SELL.

THEOREM 2.3
For any subexponential signature £, SELLFs is sound and complete with respect to SELLs.

Finally, to improve readability, we will often show explicitly the formulas appearing in the
image of the indexed context, K, of a sequent. For example, if the set of subexponential
indices is {x1, ..., xn}, then the following negative sequent

FOpx1©yx2--0, sn T L

denotes the SELLF sequent + K : T’ ) L, such that K[xi] = ©; for all 1 <i < n. Note that
each separator “:” is now annotaded with a subexponential index. We will also assume the
existence of a maximal unbounded subexponential called «, which is greater than all other
subexponentials. This subexponential is used to mark the linear logic specification of proof

systems explained in the next section.
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NEGATIVE PHASE

FK:TNLA k?(:FﬂL,B[&] FK:TNLAB (9] (]
FK:T QL AKB FK:T QL ASB FK:TNLT
FK:TL (L FK:T L Alc/x) v |-7(+1A3FTTL[,),]
FK:TNL, L FK:THLVxA FK:TNLYA

PosITIVE PHASE
FK:TUA; FK:TUA +K:AUB . _
K TlAeA @ TKek Talass (& &venKi=Tkl

. B FK T | Aft/x}
Cxc L even KUAUI=01 Smaeme =

FK<:-TA
FK - UNA

(3]
[V, given K[{x |l £ x A x ¢ U}] = 0]

INtTIAL, REACTION AND DECISION RULES

[1, given A; € (T U K[1]) and (I' U K[I \ U]) C {A;}]

FK T U A
FK+ P:TP . FK:TJP .
m [Dl, glVenleﬂ] m [Dl, glvenlﬁ‘L[]
FK:TYP FK:TQN FK:T,S L
e O rrermun Y bxerqs BN

Fic. 1: Focused linear logic system with subexponentials. We assume that all atoms are clas-
sified as negative polarity formulas and their negations as positive polarity formulas. Here, L
is a list of formulas, I' is a multi-set of positive formulas and literals, A, is an atomic formula,
P is not an atomic formula, § is a literal or a positive formula and N is a negative formula.

KililuHKsli] ifi¢eU

* (K1 @ K)lil = { * KI[S] = UtKTil | i € S}

an ifieU
L KL1U{A} ifi=1 (KW ifi<]
o (K+ Alil = { Kli] otherwise oK =il = { 0 iti 1

o (K| x K3) |s is true if and only if (K [j] x K;[j]) forall j € S

FiG. 2: Specification of operations on contexts. Here, i € I, j € S, S C I, and the binary
connective x € {=, C, C}.
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3 Encoding Proof Systems in SELLF
3.1 Encoding Sequents

Similar as in Church’s simple type theory [5], we assume that linear logic propositions have
type o and that the object-logic quantifiers have type (term — form) — form, where term
and form are respectively the types for an object-logic term and for object-logic formulas.
Moreover, following [30, 31, 25], we encode a sequent in SELLF by using two meta-level
atoms |-| and [-] of type form — o. These meta-level atoms are used to mark, respec-
tively, formulas appearing on the left and on the right of sequents. For example, the formu-
las appearing in the sequent By,...,B, + Ci,...,C, are specified by the meta-level atoms:
[B1l,-- ,IBnl.TC11, -+ ,[Cy]. Both atoms are naturally generalized to sets and multisets of
fomulas, i.e. [I'] = {[FJIF €'} and [A] = {[F|F € A}

Given such a collection of meta-level atoms, it remains to decide where exactly these atoms
are going to appear in the meta-level sequents. When using linear logic without subexponen-
tials, the number of possibilities is quite limited. As the sequents of linear logic without
subexponentials (- ® : T') have only two contexts, namely an unbounded context (®) (which
is treated as a set of formulas) and a bounded context (I') (which is treated as a multiset of
formulas), there are only two options: a meta-level formula either belongs to one context or
to the other.

The use of subexponentials opens, on the other hand, a wider range of possibilities, as there
is one context for each subexponential index. For instance, we can encode the object-level
sequent above by using two subexponentials: I whose context stores | - | formulas and r whose
context stores [-] formulas. The meta-level encoding of an object-level sequent would in this
case have the following form + L :o [B1], - ,IBul 4 [Ci1,-+ ,[Cp] i - 1 -, where Lis a
theory specifying the proof system’s introduction rules, which will be explained later. More-
over, if needed, one could further refine such specification and partition meta-level atoms in
more contexts by using more subexponentials. For instance, the focused sequent of focused
proof systems, such as LJQ*, has an extra context, called stoup, where the focused formula
is. To specify such a sequent, we use an additional subexponential index f, whose context
contains the focused formula. As we show in the next subsection, when we describe how
inference rules are specified, this refinement of linear logic sequents enables the specification
of a number of structural properties of proof systems in an elegant fashion.

Furthermore, in SELLF, subexponential contexts can be configured so as to behave as
sets or multisets. For instance, if we use the subexponentials signature ({/, 7, «}, <, {l, «}),
with some preorder <, the contexts for I and «~ are treated as sets, while the context for r is
treated as a multiset. Such situation would be useful for any proof system where the right-
hand-side of its sequent behaves as a multiset of formulas and the left-hand-side behaves
as a set of formulas, e.g., the system LJ for intuitionistic logic. We could, alternatively,
specify the contexts for both I and r to behave as multisets. In this case, I and r are bounded
subexponentials. Such a specification is used when both sides of the object-level sequent
behave as multisets, such as for the system G1m [33] for minimal logic, which has explicit
weakening and contraction rules.

3.2 Encoding Inference Rules

The inference rules of a system are specified using monopoles and bipoles [19]. These con-
cepts are generalized next.
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DerintTION 3.1

A monopole formula is a SELLF formula that is built up from atoms and occurrences of the
negative connectives, with the restriction that, for any label ¢, ?" has atomic scope and that all
atomic formulas, A, are necessarily under the scope of a subexponential question-mark, ?A.
A bipole is a formula built from monopoles and negated atoms using only positive connec-
tives, with the additional restriction that !°, s € I, can only be applied to a monopole. We
shall also insist that a bipole is either a negated atom or has a top-level positive connective.®

The last restriction on bipoles forces them to be different from monopoles: bipoles are
always positive formulas. Using the linear logic distributive properties, monopoles are equiv-
alent to formulas of the form

VX1 X[ &inton B jetm THA],

,,,,,,,,,,

where A; ; is an atomic formula and #; ; € I. Similarly, bipoles can be rewritten as formulas of
the form

..........

where C;; are either negated atoms, monopole formulas, or the result of applying !* to a
monopole formula to some s € 1.

Throughout this paper, the following invariant holds: the linear context to the left of the
ft and | on SELLF sequents is empty’. This invariant derives from the focusing discipline
and from the definition of bipoles above, namely, from the fact that all atomic formulas are
under the scope of a ?*. This is illustrated by the derivation below. In particular, according to
the focusing discipline, a bipole is necessarily introduced by such a derivation containing a
single alternation of phases. We call these derivations bipole-derivations.

FK T t
m; X (%, 7
FKG <5t 8=t m TAL [ ( ]
¢ [pxV,nx&]
F 7(1 <gi ﬂ V)C1 .. -V-xp[&[:l ’’’’ n )ngI """" mi ? i,in’j] [‘S]
FXG U PYx . Y[ &zt on Rt ?]i’in,j] ! N
: [tX 3, kX ®, q; XS]
FR U T 3@,k ®=1,.q, Cijl D q

FK:--

Notice that the derivation above contains a single positive and a single negative trunk. More-
over, if the connective !° is not present, then the rule !° is replaced by the rule R |J.

It turns out that one can match exactly the shape of a bipole-derivation with the shape
of the inference rule the bipole encodes. Consider, for example, the following bipole F =
JA3B.[|A D BI* ® (17"TA]1 ® ?'LB))] encoding the D left-introduction rule for intuitionistic
logic, assuming the signature ({I, r, «}, {I < w0, I < o}, {I, »}). The only way to introduce F' in
SELLF is by using a bipole-derivation of the following form, where F € £:

FL&TLIADB]I[Ali - FL&|[T)LLADBLLBlI[Gli 1 -
FL&|TLIADB]I[G]i-UF
FL&|TLLADB]I[Gli-1-

SNotice that our definition of monopole and bipole is more restrictive than the definition given by Andreoli [1].
7That is, the context ['in - K : Tt -andin+ K : T | F is empty.
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The bipole-derivation above corresponds exactly to the left implication introduction rule for
intuitionistic logic rule:

InA>o>B— A T,ADB,B— G
INADB— G

Nigam and Miller in [25] classify this adequacy as being on the level of derivations. Notice
the role of ! in the derivation above. In order to introduce it, it must be the case that the
context of subexponential r is empty. That is, the formula [G] is necessarily moved to the
right branch. All the proof systems that we encode in this paper (in Section 4) have this level
of adequacy.

Subexponentials greatly increase the expressiveness of the framework allowing a number
of structural properties of rules to be expressed. One can, e.g., specify rules where (1) for-
mulas in one or more contexts must be erased in the premise as well as rules that (2) require
the presence of some formula in the context. We informally illustrate these applications of
subexponentials.

For the first type of structural restriction, consider the following inference rule of the multi-
conclusion system for intuitionistic logic:

IA— B

I —SaAASE 2kl

Here, the set of formulas A has to be erased in the premise. This inference rule can be
specified as the bipole F = JA3B.[A D> Bt ® !1(?1LAJ s 7'[B]), using the subexponential
signature ({l, 1, o}, {l < o, < o}, {I, 1, »}) where all contexts behave like sets. A bipole-
derivation introducing this formula has necessarily the following shape, where F € L:

FL&|T,AI[B]i -1

. 2,7,
i FLo|T]i-i- 0 2A]® ?[B] g
F L& T I[A,AD Bli-J[ADB* FL&|T]ITAAD B~ U NNAL 2 2TB]) [é]
& | ] ;- Lol ”
FL&|TJI[A,ADB]i-U[ADBI* U A]»% B (D2 x 7]

FL&|T]ITAADBli -1

Notice the role of the !" in the derivation above. It specifies that all formulas in the context of
the subexponential r, i.e., the formulas [A, A D B], should be weakened, hence corresponding
exactly to the D rule above.

In the example above, we showed how to specify systems where a single context should be
erased. It is possible to generalize this idea to erasing any number of contexts: as before, this
is done by specifying the pre-order < accordingly.

In some cases, however, we may also make use of logical equivalences and “dummy”
indexes whose contexts will not store any formulas, but are just used to specify the structural
restrictions of inference rules. For example, in the following rule of the system S4 for modal
logic, the contexts I'” and A" are both erased

o'+ A, oA
al,I” + OA, oA, A

[Or]

In order to specify this rule, we use the following set of subexponential indexes {1, r, O0;, ¢, €, «},
where all indexes are unbounded. The contexts for I and r store formulas in the left and
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right-hand side, while the context for ¢; and O, store formulas whose main connective is a di-
amond and box on the left and on the right-hand side, respectively. For instance, the sequent
ol T, o[ + OA, A, oA” is encoded as - © & [OT] & |7, o] 1 [OA,A'] i [oA"] 6, - 1 -,
where O is the theory specifying the inference rules of the system. The following clauses,
classified as structural clauses (see Definition 3.2), specify the relation among object-logic
formulas whose main connective is a O and a ¢ and the context of the indexes 0O0; and ©,.

(@s) |DAI* ® 2| OA] and (o5) [oA]" ® 7°r[A]

From these clauses we obtain the equivalences8 VA.|OA| = ?M|0A] and YA.[¢A] = 7°[0A].
That is, any formula of the form |[DOA] can be placed in the context of O; and any formula of
the form [¢AT in the context of ¢,. Furthermore, we specify e as follows: e < O0;, e < ¢,
and e < « and e is unrelated to the remaining subexponentials. Hence, the connective !° can
play a similar role for the specification of the rule O as the !! in the specification of the D
rule above. In particular, to introduce !¢, all contexts but O0;, ¢, and ~ have to be erased. It is
easy to check that this operation is exactly the one needed for specifying the modal logic rule
above. In Section 4, we show this specification in detail.

In combination to the use of bounded subexponentials, whose contexts behave as multi-
sets, subexponentials can also be used to check whether a formula is present in the sequent.
These type of requirement also often appears in inference rules, such as the one below for
intuitionistic lax logic [10]:

F, T — OG

OFT — 0G [©1l

The connective O on the left can be introduced only if the main connective of the formula
on the right is also a O. To specify this rule, we use the following subexponentials indexes:
{I,r,0,,~}, where I and « are unbounded, while r and o, are bounded. Moreover, r < o,,
o, < I, and o,, ] < «. Similarly as in the modal logic example above, a formula [H] is stored
in the context of the subexponential o, only if H’s main connective is O, i.e., H = OH’
for some H’. This is also accomplished by using an analogous logical equivalence, namely,
VYA.[OA] = ?7°"[QA], which is obtained by using the clause (Oy) in Figure 13. It is then easy
to check that the formula AF.|OF ]* ® !°"| F| specifies the rule above. In particular, the !°* is
used to check whether the formula on the right has O as main connective: if this is the case,
then some formula of the form [(OG1] will be in the context o,, while the context for r will be
empty. Notice, that this specification does not mention any side-formulas of the sequent, not
even the formula appearing on the right-hand-side of the sequent. As we argue later, the use
of such declarative specifications will help us reason about proof systems.

3.3 Adding Labels and Relations

Labelled proof systems have been proposed in [21] in order to syntactically capture the
Kripke semantics of modal logics and to obtain contraction and cut-free sequent calculus
for some of these logics. But it has also been used in hybrid and temporal logics. As the
name suggests, formulas F in these proof systems are annotated with labels /, written / : F.
Moreover, labelled proof systems may also specify a relation R among these labels, which
can be used in inference rules. The following is an example of a rule in a labelled proof

8F = G denotes the formula (F ' G1)® (FL % G).
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XRx,I' = A XRz, xRy, yRz,T = A
r=a Refl Ry, yR,T = A L1rans]
YRx, xRy,I' = A YRz, xRy, xRz,T = A
———— [S
Ry T =a oyl Ry, xRe T = A vl

Fic. 3. Rules for the relation R

system:
XRy,T => A,y: A

I'=> A x:0A

where the label y does not appear in I' nor in A. The semantic of O is the following: if OF
is true in a world x, then F is true in every world y that is accessible from x. If we interpret
the labels as worlds and R as the accessibility relation, it is easy to see that the rule above
specifies exactly the intended semantic.

It is also possible to specify the properties of the relation R. For instance, the following
rule specifies that R is symmetric.

=R

YRx, xRy,I' = A

Ry T oA oyml

The rules in Figure 3 specify other properties, such as transitivity, reflexivity and euclidean-
ness’ of R.

As investigated by Negri in [21], a basic labelled proof system plus a subset of the rules in
Figure 3 result in proof systems for different modal logics, such as T, 4, B, S4, TB and SS5.
This illustrates the power of labelled proof systems.

While labelled formulas can be encoded as shown previously, using the |-] and [-] meta-
level atoms (e.g., |/ : F] and [] : F1), the encoding of relations require some extra machinery.
In particular, relations are not encoded as object-logic formulas with the |-] and [-], as they
are not really formulas. Relations are specified by logical theories in the meta-logic. For the
example above, the relation R is specified by the logical formulas:

(Ref) Ax.[R(x, x)*]

(Sym)  3AxIy.[R(x,y)* ® 2ER(y, x)]

(Trans) JAxIyIz.[R(x,y)* @ R(y,2)* ® ?PR(x,2)]
(Bucl)  JAxTyFz[R(x,y)* @ R(x,2)* ® 7FR(y, 2)]

where R(-,-) is a meta-level atomic formula. From a simple inspection, it is easy to see that
each clause corresponds to one of the relations’ properties shown in Figure 3.

Also, in order not to mix relations and object-logic formulas, we define an unbounded
subexponential index R that is unrelated to all other indexes, which will store all R(-, ) for-
mulas as well as the theories specifying the properties of the relation. Whenever we want to
check whether a formula R(a, b) follows from the existing relations and its theory, R, we use
a 1® as follows:

Fedo R R, b1)y... R(@pbp) R+ 1+ m=1- i - | R(a,b)*
F LR R, by, R by) RT7 1+ m=1 Ty iz - | 'BR(a, b)*

1%

gMeaning that R is an Euclidian relation.
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Notice that in the premise, the formula R(a, b)* should be provable using only the set of
formulas R, R(ay, by),...,R(ay, by,), that is, it should be provable only using the relations
until then constructed and the theory R specifying its properties.

Finally, as with the right introduction for O shown above, new relations may be created.
Whenever this is needed, the new relation predicate should be added to the context of the
subexponential R by using a formula of the form 22(R(a, b)).

3.4 Canonical Proof System Theories

The definition below classifies clauses into three different categories, namely the identity rules
(Cut and Init rules), introduction rules, and structural rules, following usual terminology in
proof theory literature [33].

DeriniTION 3.2
i. In its most general form, the clause specifying the cut rule has the form to the left, while
the clause specifying the initial rule has the form to the right:

Cut = JA.1*P|A] ® 1°79TA] and Init=3A.|A]* ® [AT*

where a, ¢ are subexponentials that may or may not appear depending on the structural
restrictions imposed by the proof system.

ii. The structural rules are specified by clauses of the form below, where i, j € I

AJAF ©(Al® - » Y[AD] or  FA[AT @ (V[A]® - ® V[A]].

n n

Moreover, we classify a structural rule as contextual if n = 1.
iii. Finally, an introduction clause is a closed bipole formula of the form

Fx; ... Ax,[(glo(xy, . .., X)) ® BOR]

where ¢ is an object-level connective of arity n (n > 0) and ¢q € {|-], [-]}. Furthermore, B
does not contain negated atoms and an atom occurring in B is either of the form p(x;) or
p(xi(y)) where p € {[-],[-1} and 1 < i < n. In the first case, x; has type obj while in the
second case x; has type d — obj and y is a variable (of type d) quantified (universally or
existentially) in B (in particular, y is not in {xy, ..., x,}). Finally, when encoding labelled
proof systems, R is either the formula IRR(x, y)* or ?®R(x,y) or the formula 1 if no
relation is mentioned.

In the remainder of this paper, we restrict our discussion to the so called canonical sys-
tems [3].

DEeriNtTION 3.3

A canonical clause is an introduction clause restricted so that, for every pair of atoms of the
form | 7| and [S] in a body, the head variable of T differs from the head variable of S. A
canonical proof system theory is a set X of formulas such that (i) the Init and Cut clauses are
members of X (ii) structural clauses may be members of X; and (iii) all other clauses in X
are canonical introduction clauses.

Remark: In the definition above of bipoles all atoms are under the scope of a question-mark
9L, However, as discussed in [30], another definition also works where bipoles do not contain
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any question-mark, but the theory contains contextual structural rules which specify which
context a formula belongs to. For instance, the contextual structural rule

JA A ® | A]

specifies that all meta-level atoms of the form | A also belong to the context of the subexpo-
nential /. One advantage of the latter approach is that the bipole theories become more mod-
ular, as one just needs to rewrite the contextual structural rules, when one needs to change
the specification. On the other hand, adding more clauses turns the adequacy theorems more
complicated as one has to consider more cases. Since we want to stick to the adequacy on the
level of derivations [25], we chose to include question-marks in the definition of bipoles.

4 Examples of Proof Systems encoded in SELLF

This section contains the specification of a number of proof systems that do not seem possible
to be encoded in linear logic without the use of subexponentials or without mentioning side-
formulas explicitly. In our specifications, we assume all free variables to be existentially
quantified. Moreover, all the encodings below have the strongest level of adequacy, namely
adequacy on the level of derivations [25].

Finally some of the systems, namely mLJ and S4, are the variants of the corresponding
systems, where the structural rules are incorporated into the introduction rules and where the
principal formula is always contracted in the premises.

4.1 GIlm

The system G1m [33] (Figure 4) for minimal logic contains explicit rules for weakening
and contraction of formulas appearing on the left-hand-side of sequents. The encoding of
this system illustrates how to use subexponentials to specify proof systems whose sequents
contain two or more linear contexts. Here, in particular, both the left and the right-hand-side
of G1m sequents are treated as multisets of formulas.

We specify GIm by using the following subexponential signature: ({eo,l, 1}, {r < I <
o}, {}). The subexponentials ! and r allow neither contraction nor weakening. Their con-
texts will store, respectively, object-logic formulas appearing on the left and on the right of
the sequent. The theory LGim, depicted in Figure 5, specifies GIm’s intriduction rules in
SELLF'. This theory is stored in the context of . Thus, a G1m sequent of the form I' + C is
encoded as the SELLF sequent + L1,  [I'] ifCli-f-

Each clause in L, corresponds to one introduction rule of GIm. To obtain such strong
correspondence, we need to capture precisely the structural restrictions in the system. In
particular, the use of the 1"in the clauses (DL), specifying the rule Oy, and (Cut), specifying
the Cut rule, is necessary. It forces that the side-formula, C, appearing in the right-hand-
side of their conclusion is moved to the correct premise. This is illustrated by the following
derivation:

Lo S INJITATE T b Lot & 1T, ALI[CTE- 1 1
o L] — o RLY]
F Lo & N1 §1127A) F Lo & T2 1[C1E- L 2AL o

F Lo & 0L TJ 1C1 - U 1127TAT® 2A)

F Laim & 0Ll 1[CT#- 1

[Do, d]
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I'n—A I,,B—C I'A— B IA,B— C

fnhAsB—c PH  rSasp PR TanE ¢ M
r]rl,_r:A—»Fj\/\_z;B [AR] m—}:cc [VL] rr__))iAv{;/j} [VR]
s A e M
% ViRl Fa e vl SR
T [nit i —Iifrz F:AC—> € cu

Fic. 4. The sequent calculus system G1m for minimal logic.

(Or) ADBIFe(MTA1®YIB))  (0r) [ADBIFe (YAl 7[B])

(A lAABI*®(YA] % ?|B)) (Ar) TAABI*®('7TA1® '7"[B])
(Vi) lAVB*e(?A] & (B)) (Vr) [AV Bt e ('7TA1e ""B)
(Y.) |VBJ* ® 7| Bx] (Yg) [VYB1* ® 'Vx?"[Bx]

(A, |3B)*- ® Vx?!|Bx] (Fp) [3AB1* @ "2"[Bx]

(Init) |BJ* ® [B]* (Cut) '"7"[B1®?'|B]

(Cr) |BI*®(?B] % Y|B)) (W) [BfelL

FiG. 5. The theory, Lgim, for G1m.

When introducing the tensor, the formula [C] cannot go to the left branch because, in that
case, the r context would not be empty and therefore the 1" could not be introduced. Hence,
the only way to introduce the formula (Cut) in Lg1,, is with a derivation as the one above.

In contrast, it does not seem possible to encode G1m in linear logic (without subexpo-
nentials) with such a strong correspondence. The sequents of the dyadic version of linear
logic [1] have only two contexts, one for the unbounded formulas and another for the linear
formulas. Hence, in linear logic, all linear meta-level atoms would appear in the same con-
text illustrated by the sequent + ® : |[I'|,[C]. Furthermore, using the linear logic ! enforces
that not only [C7, but all linear formulas in this sequent, namely |I'] and [C7, are moved to a
different branch. Therefore, one cannot capture, as done by using the subexponential bang !,
that only [C7 is necessarily moved to a different branch as specified in the GIm rules >, and
Cut.

Finally, as the derivation above illustrates, the !'s appearing in the specification of G1m’s
introduction rules specify the structural restriction that GIm’s sequents contain exactly one
formula on their right-hand-side. This allows us to specify these introduction rules without
explicitly mentioning any side-formulas in the sequent, such as, the formula C in the Cut rule.
As we show in Section 5, the use of such declarative specifications allow for simple proofs
about the object-level systems, such as the proof that it admits cut-elimination.

Repeating this exercise for each inference rule, we establish the following adequacy result
in the same lines as done in the encoding of proof systems in our previous work [25].
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INA>DB— A,A T,ADB,B— A IA— B

FLASB— A S Y Y
I"AAB,A,B— A (ALl ' —AABAA T— AAB,B,A [Ag]
IAAB— A I'— AABA
I AvVB,A,— A T,AVB,B— A v I' —-AVB,A BA [Vl
I'AVB—A I' —>AVBA
ILVYxAA{t/x} — A V.1 I' — A{c/x} [Ve]
I''VxA — A I'— A VxA
ILAxA,A{c/x} — A (3,1 I' — A, 3xA,A{t/x} ER
IIxA— A I' — A,dxA
m [nit] I — B%A_)F,AB — A [Cut] m (L]

Fig. 6. The multi-conclusion intuitionistic sequent calculus, mLJ, with additive rules.

(Ou) ADBIFe(PTA1®|Bl) (or) [ADBI*®!U(?A]% B
(A) |AABIF®(YAl2 YIB) (ArR)  TAABI*®(7TA1® ?[B)
(Vi) [AVBI*®AI®Y(B]) (Vr) [AVBl*®(?[A]® ”[B])

(V) LVBJ]* ®?'Bx] (Yr)  [VB]* ® 'Vx?'[Bx]
(3. |3BJ* ® Vx| Bx] (3x)  [AB]* ® 7"[Bx]
(Lr) 1)t

(Init) |BJ* ® [B]* (Cut) ?'LB|® ?[B]

(Pos) |BJ* ® ?|B] (Neg) [B]*® ?"[B]

Fic. 7. Theory .L,,;; for the multi-conclusion intuitionistic logic system mLJ.

ProposrTiON 4.1

Let ' U{C} be a set of object logic formulas, and let the subexponentials, I and r, be specified
by the signature {{w, I, 1}, {r < I < o}, {e}). Then the sequent + LGy « [I] i [Cli-(is
provable in SELLF if and only if the sequent ' — C is provable in G1m.

4.2 mLJ

We now encode in SELLF the multi-conclusion sequent calculus mLJ for intuitionistic logic
depicted in Figure 6. Its encoding illustrates the use of subexponentials to specify rules
requiring some formulas to be weakened. In particular, the mLJ’s rules Dr and Vg require
that the formulas A appearing in their conclusions are weakened in their premises.

Formally, the theory £,,j; is formed by the clauses shown in Figure 7. This theory specifies
mLJs rules by using the subexponential signature ({co, ], 7};{] < w0, < oo};{e0, I, 1}). As
before with the encoding of G1m, we make use of two subexponentials I and r to store,
respectively, meta-level atoms [ -] and [-], but now we allow both contraction and weakening
to these subexponential indices. As described in Section 3.2, the use of ' in the clauses (or)
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IA>B— A, TLADB,B+rA 5] ILA+B [5x]
ILADBEA I' > ADB;A
ILAVBAFA F,AVB,B!—A[VL] I'rA,B A [Va]
IAVBErA I'>AVBA
IAABABrA (ALl I'>A;A T - B;A (AR]
ILAABFA I'>AAB;A
o
FAS A A i FFFE’AA DT ppa Ml

Fic. 8: The the cut-free fragment of the focused multi-conclusion system for intuitionistic
logic - LJQ".

(Init) [AJ* ® AT (Lp) [L]*

(o) A B e TA1® "Y[B)) (or) [A D BI* @ U(Y|A] % ¥[B))
(Vi) [AVBIFe("MAI "B (Vr) TAVBI*®!"(7"[A]% ?"[B))
(A) LAABIE@!"(MALI® 2B  (AR) TAABIF®(2TA1®1"2[B))

Fic. 9. The theory .Ljjq encoding the cut-free fragment of the system LJQ".

and (V) specifies that the formulas in the context r should be necessarily weakened. This is
illustrated by the following derivation introducing the formula (V) in .L;:
F Loy & T 1TACL -1
| " b Lo oo ] - i - 0 Va27TAx] y
F Lmgj o [T)1TA VxA] &+ U [VXATH b Logj & [T1TA, VX AT i+ | 1Vx?2TAX (@]
F Lo o [T11TA, VX AT i - L [VAT: @ 'Vx?'TAx]

(v, 7]

_ : : [Doo, d]
F Ly & [T 1TA VXA -1

Since I £ r, all formulas in the context r should be weakened in the premise of the promotion
rule. The derivation above also illustrates how one can specify fresh values with the use of
the universal quantifier. As in mLJ, the eigenvariable ¢ cannot appear in A nor I".

The following result is proved by induction on the height of focused proofs.

ProposiTiON 4.2

Let I U A be a set of object-logic formulas, and let the subexponentials I and r be specified
by the signature ({, I, 1}; {I < e, I < }; {0, I, }}). Then the sequent F L5 & [T i [ATi-1
is provable in SELLF if and only if the sequent I' — A is provable in mLJ.

43 LIQ*

The systems in the previous sections always required two contexts. There are systems, how-
ever, that require more than two contexts to be specified, such as the focused multi-conclusion
system for intuitionistic logic LJQ" depicted in Figure 8. This system is a variant of the sys-
tem proposed by Herbelin [14, page 78] and it was used by Dyckhoff & Lengrand in [8].
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LJQ" has two types of sequents: unfocused sequents of the form I A and focused sequents
of the form I' — A; A where the formula A, in the stoup, is focused on. Proofs are restricted
as follows: the logical right introduction rules introduce only focused sequents, while the
left introduction rules introduce only unfocused sequents. In this Section, we encode only
its cut-free fragment. Later in Section 5, we elaborate on the challenges of encoding its cut
rules.

We use the theory L};, depicted in Figure 9 to specify the system LJQ" in SELLF together
with the signature {({f, ], r,o};{r < I < «};{l, 1, ~}). Besides the subexponential «, we make
use of three subexponentials: the first two, I and r, are as before, used to encode, respectively,
the left and the right-hand-side of object-logic sequents, while the third subexponential, f, is
new and used to encode the stoup of object-logic focused sequents. A LJQ* sequent of the
form T + A is encoded in SELLF as the sequent + Lj, & [T] 1 [A]# - - -, while a LJQ*
sequent of the form I' — A; A is encoded by the sequent + Lj;; & I ITATFTATE -1 -

Notice that, differently from the previous encoding, the subexponentials r and I are related
in the pre-order and moreover contraction and weakening are not available only to f. As
before, the restrictions to sequents imposed by the focusing discipline are encoded implicitly
by the use of subexponentials. The specification is such that positive rules can only be applied
to the focused formula and that negative rules can only be applied when the stoup is empty.

To illustrate the fact that negative rules are only applicable when the stoup is empty, con-
sider the following derivation introducing the clause (A.), where I is the set I’ U {A A B}:

F Lyjq o LT, A,B]ITATi- -1
. : . : [IL] . . ‘ : ; ; [!r,?’zx (71]
b Ljg o "] 1TAYi - - ULAA B b Lijg o [I7]1TAT#- 7+ U "(?'LA] ® 2| B)) [®]
P Ly SUTVITATE -7 - U LA A B ® V(A 2LB)
b Lijq o [T7J1TATi - -

Since r £ f, the context f must be empty in order to introduce the !” in the right branch. On
the other hand, since r < I, the I context is left untouched in the premise of this derivation,
thus specifying precisely the Ay introduction rule.

The following proposition can be proved by induction on the height of focused proofs.

[Do,2 x 3]

ProposiTioN 4.3
Let ' U A U {C} be a set of object logic formulas, and let the subexponentials I, r and f be

specified by the signature {({f,],r,H{r < I < «};{l,r,}). Then the sequent + Ljj, i ] &
[A1F-:-qQis provable in SELLF if and only if the sequent I - A is provable in LJQ".

4.4 Modal Logic $4

We encode next the proof system for classical modal logic S4 depicted in Figure 10. The
encoding of this system illustrates the use of logical equivalences and “dummy” subexponen-
tials to encode the structural properties of systems. In particular, the rules Og and o are the
interesting ones. In order to introduce a O on the right, the formulas on the left whose main
connective is not O (I"") and the formulas on the right whose main connective is not ¢ (A’) are
weakened.

Consider the following subexponential signature and the theory Ls4 depicted in Figure 11:

{1, 1,07, 90r, €, 00}, {r < 0g < 0,1 <Op <, <op,e <Oz} {1, 1,07, 9, €,}).
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A,BLAANB,TFA I''rALAANB,A T+HAAANB,B

ANBTFA TrAAAB [A]
A= B+A,A T,A=B,B+A (=] IA+ BA= B A (2]
INA=B+rA I'rA= B,A
oA, A+ A 0,] ol + A, oA [Ox]
oA+ A alL,I” + OA, oA, N
ol A+ oA o] ' A A A [og]
ol I7, 0A F oA, A T'kA0A
TArAA L FFA’?FZ’AFA [Cu]

Fic. 10. The additive version of the proof system for classical modal logic S4.

(A LAABIF@(AlI® YBl)  (Ar)  TAABI®(?TAT® 2'[B)
(=1) A= BI*®(TA1®?(B]) (=r [A=Bl'e(|A]l® ?B)

() DAt @ YA] (@g) [OAT* @ 1°77[A]
(o) oAt ®1°7'A] (o)  [oAT+ ® 7'TA]
(Init) |AJ]* @A (Cut) ?A|® ?TA]
(Og) [DA*® 77| oA (05) [oA]* ® 7°R[0A]

Fic. 11. Figure with the theory Ls4 encoding the system S4

As with the other systems that we encoded, the context of the subexponential I and r will
contain formulas of the form |A] and [A], respectively. However, the contexts of the subex-
ponentials O; and ¢ will contain formulas only formulas of the form |0A | and [¢AT, respec-
tively, that is, formulas containing object-logic formulas whose main connective is O and ©.
This is specified by from the following equivalences derived from the structural clauses (Og )
and (og) in Lg4:

VA.(lOA| = 7:|0A]) and VA.(oA] = 7°:[OA)).

Thus, a sequent in S4 of the form oI, I, oI + oA, A’,0A"” is encoded in SELLF by the
sequent F Lg4 & |0 g, [I7, o] i ToA] o [A,OA"] i - & - 1 -. Notice that the context of
the index e is empty. It is a “dummy” index that is not used to mark formulas, but to specify
the structural properties of rules. In particular, the connective !° can be used to erase the
context of the subexponentials I and r, as illustrated by its introduction rule shown below:

b Los oo [O0) o - i[oA]ch-i-6- 0 F
F L4 6 O] 6o [TV, ol | 1 [oA] o5 [A,OA" i+ - || 1°F

1e

As e is not related to the indexes I and r in the preorder <, the contexts for | and r must be
empty in the premise of the rule above, i.e., the formulas in these contexts must be weakened.
These are exactly the restrictions needed for encoding the rules ¢; and Og in S4, specified by
the clauses (or) and (Og) containing !°. For instance, the bipole derivation introducing the
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formula (Og) has necessarily the following shape:

F Lsg & [OT] oy - 1[0A] ox [A5 -1
F L4 & |O0) dp - 1[0A] o - i - é - § 2'TA] e

b L4 o [OT] co, [T, o7 | i [oAT 6 [A, DA, 0AT i - & - || 1°77TA] [é]

[Deo, ]

FK | [OAT* U]

b Lsa oo [OF) o [T7, o7 | i ToAT ¢k [A7,OA”,0AT} - é - || [OAT* ® 1°7[A]
b Lsa & |OT] 6, [TV, oI ] i [0A] o [A,OA”, 0AT i -6 11 -

where K is F Lss & O] oy [I7, oI 1 [oA] o [A’,0A”,0A] i - & -. As one can easily
check, the derivation above corresponds exactly to S4’s rule Og.
The following proposition can be proved by induction on the height of focused proofs.

ProposiTION 4.4
LetTuI” Ul UA UA” UA” be a set of object logic formulas, and let the subexponentials
I, r, Oy, ©g, e, and « be specified by the signature

<{19 r,0., ogr, €, 00}’ {I' < op < °°a] <0Op <o, <9Opg,e < DL}’ {1’ r,0., o, €, oo})

Then the sequent + Lg4 « (O] oy, [I7, o] 1 [oA] o [A,OA"T - é - - is provable in
SELLF if and only if the sequent OI', I, oI + ¢A, A’, 0A” is provable in S4.

As a final remark, it is also possible to encode the proof system for intuitionistic S4, which
only allows for at most one formula to be at the right-hand-side of sequents. The encoding is
similar to the the encoding above for classical logic with the difference that it contains extra
subexponential bangs for specifying this restriction on sequents, similar to what was done
in our encoding of G1m. Formally, the encoding is based on the following subexponential
signature with two dummy subexponentials e; and e, where the former behaves as the one
used in the encoding of classical logic, while the latter additionally checks that the context to
the right-hand-side of sequents is empty:

{I,r,0Or, og, €1, €, =}, {I < O < 0,1 < Op < o0, €] < Og, € <Op, € <O}, {I,0r, }).

For instance, the introduction rule Ok shown below is specified by the clause JA.[[0AT" ®
19" TAT].
ol — A
aol,I” — oA

4.5 Lax Logic

Our next example is the encoding of the proof system for minimal Lax logic depicted in
Figure 12. Its encoding illustrates the use of subexponentials to specify that a formula can
only be introduced if a side-formula is present in the premise. An example of such a rule is
the introduction rule for O on the left. To introduce it on the left, the main connective of the
formula on the right-hand-side must also be a O. As we detailed next, we use subexponentials
to perform such a check, without mentioning the formula on the right-hand-side, as described
at the end of Section 3.2.

Consider the following signature ({1, r, o,, «}; {r < 0, < I < «};{l,}). We will interpret
an object-logic sequent of the forms I' — H and I' — (G as the meta-level sequents,
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INAABAB— C

I'—A I'— B

TANBE—C M r—anp B
I, ,AVB,A— C F,A\/B,B—>C[VL] I — A; [VR]
INAvB—C I'—A VA, !
I ADB— A F,ADB,B—)CDL] I'A— B [5 R
INA>B—C I'—ADB
I,OA,A — OB r — A
I OA — OB [OL] I —0A [OR]
. r—A I'NaA—=C
F,ATA [Imt] r >C [Cut]

Fic. 12. The additive version of the proof system for minimal lax logics — Lax.

[A A Bt @ (1177 TA1® 12" [B))
[AV B]* @ (17"TAT® '7"[B))
[A D Bl* @ '(?'lA] = 1"2"[B))
[OAT ® 17TAT

2A] @ 117"TA]

(A) LAABEe (Al YB) (A
V) [AVBIFe(MAI&YIB) (V)
o) A>BFe(7TA1®Y|B) (2)
(On) LOAI @1 |A] Or)
O A eTAN (Cut)
(Qs) TOAT* ® 7 [OA]

FiG. 13. The theory L;,, encoding the system Lax

respectively, b Lygy & [T 1+ 6 [H1 i -0 -and F Ligy & [T 1TOG] &, - i - 0 -. That
is, the context of the index I will contain all the formulas on the left-hand-side, while the
formula to the right-hand side will either be in the context of r or the context of o,. However,
only object-level formulas whose main connective is O can be in the context of o,. The
encoding of the proof system Lax is given in Figure 13. As in the specification of S4, this is
accomplished by using the following equivalence derived from the structural clause (Os):

YA.JOA] = 77 TOA].
That is, one can move whenever needed a meta-level formula [(QA] to the context of o,.

In the specification L;,,, the clause (Op) is the most interesting one specifying the cor-
responding rule of the proof system. The !° specifies the restriction that the formula on the
right must be marked with a O. This is illustrated by the following derivation:

b Liw & LOAALITOB G, i -0 )
) L L OAJITOBY S, - i -1 ?1A) 1]
P Ligx o [D,OA]i-6, -1 - | [OAJ* F Liax & LT, QA 1TOB S, - i - I 17| A]
F Liax & T, OAJ1[OB] 6, - i - | LOA]* ® I ?'|A]
F Liax & [T, OALITOBY S, - -1 -
Notice that due to the !°r, the context of r must be empty. That is, the formula [(OB] must be

in the context of o,, or in other words the main connective of the object-logic formula to the
right-hand-side is necessarily a O.

(®]

[Deo, 3]
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Notice as well that since r < o,, the clause (Og) is admissible in the theory. That is,
a formula can move from the context of o, to the context of r. With respect to the proof
system Lax this formula specifies exactly the rule Og, introducing the connective O on the
right. Therefore, in order to obtain a stronger level of adequacy, namely on the level of
derivations [25], we mention it explicitly in the encoding.

The following proposition is proved by induction on the height of derivations.

ProposiTiON 4.5

Let TU{C} be a set of object logic formulas, and let the subexponentials I,r and o, be specified
by the signature ({1, 1,0,,}; {r < o, < I < «};{l,»}). Then the sequent + L, & [I] e
[C]i -1 -is provable in SELLF if and only if the sequent ' — C is provable in Lax and
the sequent + L4, « |I'] ITOC] 6 - i+ - is provable in SELLF if and only if the sequent
I' — (OC is provable in Lax.

4.6  System G3K

For our last example, we illustrate the use of relations, R(:, -), in the meta-level. We encode,
in particular, the labelled proof system G3K proposed by Negri in [21], which is depicted
in Figure 14. This is a powerful proof system that can be used for different modal logics,
namely T, 4, B, S4, TB, S5, by simply specifying the properties of the relation R.

In order to encode this proof system, we specify one relation predicate R(-,-) and use the
two unbounded subexponential indexes / and r, whose contexts will store |-| and [-] atoms,
respectively. As explained in Section 3.3, the relation predicate R also comes with its own
unbounded subexponential index R. Thus, a G3K sequent of the form aRb;, ..., a,Rb,, T =
A is encoded as the SELLF sequent

b Lo o R Ry, by), ... . R(ay,by) R ITI1TAT: -1 -

where R C {(Ref), (Sym), (Trans), (Eucl)} is the theory, described in Section 3.3, specifying
the relation R and L¢3y is the theory specifying G3K’s inference rules. The theory for G3K,

L3k, 1s depicted in Figure 15.

It is easy to check that the theory Lg3; encodes adequately the proof system G3K in the
level of derivations. For instance, the introduction rule for 00, is specified by the corresponding
clause in L3, as illustrated by the derivation below:

r~.éo‘R1:a-}-}-‘ﬂR(a,b)J- iy F.CG3kozo7€'1:%,|_a:DA,bfA,FJi[A'I}-ﬂ- _—

i—.CG3ko:oRR|_a:DA,FJ)I'A'I};U!RR(a,b)Jl' F Loy o RELa:OAT]I[AT- | 2b: Al (]
F Lo & RELa:0AT]I[Al:- U (BR@ bt @b A))

FLoak @R Ela:0AT]I[A]#- U la: 0AJ* @ 1.0 BR@ )" @ Ly : A))

FLoak @R Ela:0AT]I[AT -1 -

[1]

[®,3]
[Deo, ]

where E is a derivation containing only an initial rule. Notice that in the left-premise, the
formula R(a, b)* is provable only if it is provable using the formulas in R.

Repeating this exercise with the other introduction rules, we can easily prove the following
proposition:

ProposiTION 4.6
Let I' U {A} be a set of object logic formulas, let R C {(Ref), (Sym), (Trans), (Eucl)} be a set
of relation clauses, let R = {R(ay, by),...,R(a,, b,)} be a set of relations on labels, and let
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II'=s>Ax:A x: A=A

x: 1L, I'=>A

y:A,x:0A4,xRy, T = A
X:O0A, xRy, = A
XRy,y : A, T = A
x:0A, T = A

(o]

[01]

xRy, I = A,y: A
I'=>A,x:0A

T ATSAx Al F=A [Cut]
x:Ax:BIT=A I'=>Ax:A IT=>Ax:B
x:A&B,T = A = A x:A&B

x:AT=>A x:B,FzA[V] F:A,x:A,x:B[V]

x:AVBT = A ! FT=Ax:AVB "'

I'=>Ax: A x:B,F:>A[D] x:A,F:>A,x:B[D]

x:ADBT = A ! ITr=>Ax:A>B '
[L/]

(O]

XRy,I' = A, x:0A,y: A

xRy, T = A, x: 0A

Fic. 14. The system G3K.

(&) |x:A&BI*F®|x:Al® Y x:B))
(Vi) Llx:AVBI*®@|x:A] ®?|x B))
(o) lx:ADBI*®(M[x:A1®|x: B))
(@) Lx:o0A @ 3y.(BR(x, )t @y A))
(0 Lx: 0AL* @ Vy.(2RR(x,y)® 'y : A))
) |x:A* ®[x: At

(L) Llr:di]*

[0/]

(&) [x:A&BI*®(?[x:A] ® 7[x: B])
vV, [x:AVB]*®?[x:A12?[x: B])
(o) [x:ADBF®(Mx:AlRY[x: B))
(@) [x:DAT" @ Vy.(?*R(x,yye?Ty : A1)
() [x:0AT ® y.(FR(x, )t @ Ty : A))
(Cupy P[x:A1®|x: Al

Fic. 15. Specification Lg3; in SELLF for G3K.

the subexponentials I,r and R be specified by the signature {({I, r, R, «}; {r, ] < «}; {I, I, R, }).

Then the sequent + Lg3; © R, R(ai,by),...,R(a,b,) & || 1[A] i -
SELLF if and only if the sequent a;Rby, ..

corresponding rules for the relation R.

5 Reasoning about Sequent Calculus

f - is provable in

.,ayRb,,I' = A is provable in G3K using the

This section presents general and effective criteria for checking whether a proof system en-
coded in SELLF has important proof-theoretic properties, namely, cut-elimination, invert-
ibility of rules, and the completeness of atomic identity rules. Instead of proving each one
of these properties from scratch, we just need to check whether the specification of a proof
system satisfies the corresponding criteria. Moreover, we show that checking such criteria
can be easily automated.
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5.1 Cut-elimination for cut-coherent systems

The rule Cut is often presented as the rule below

F[ l—A],A A,FQFAQ
[T FALA

[Cut]

where I'j,15, Ay, Ay may be sets or multisets of formulas. The formula A is called the cut-
formula. A proof system is said to have the cut-elimination property when the cut rule is
admissible on this system, i.e., every proof that uses cuts can be transformed into a cut-free
proof. There at least two important consequences of the cut-elimination theorem, namely
the sub-formula property and the consistency of the proof system. Cut-elimination was first
proved by Gentzen [12] for proof systems for classical (LK) and intuitionistic logic (LJ).
Gentzen’s proof strategy has been re-used to prove the cut-elimination of a number of proof
systems. The proof is quite elaborated and it involves a number of cases, thus being exhaus-
tive and error prone. The strategy can be summarized by the following steps:

1. (Reduction to Principal Cuts) Transforming a proof with cuts into a proof with principal
cuts, that is, a cut whose premises are derived by introducing the cut-formula itself. This
is normally shown by permuting inference rules, e.g., permuting the cut-rule over other
introduction rules.

2. (Reduction to Atomic Cuts) Transforming a proof with principal cuts into a proof with
atomic cuts. This is normally shown by reducing a cut with a complex cut-formula into
(possible many) cuts with simpler cut-formulas.

3. (Elimination of Atomic Cuts) Transforming a proof with atomic cuts into a cut-free proof.
This is normally shown by permuting atomic cuts over other introduction rules until it
reaches the leaves and it is erased.

We provide a criterion for each one of the steps above. The step two is not problematic.
In particular, a criterion for reducing principal cuts to atomic cuts was given by Pimentel and
Miller in [19] when encoding systems in linear logic. This criterion easily extends to the use
of SELLF (see Definition 5.6 and Theorem 5.8).

While for specifications in linear logic steps one and three did not cause any problems [19],
for specifications in SELLF they do not work as smoothly. For the step three of eliminating
atomic cuts, however, we could still find a simple criterion for when this step can be per-
formed (see Definition 5.9 and Theorem 5.10). But determining criteria for when it is possi-
ble to transform arbitrary cuts into principal cuts (step one) turned out to be a real challenge.
This is expected as SELLF allows for much more complicated proof systems to be encoded,
such as mLJ and LJQ*, with the strongest level of adequacy. There are at least three possible
strategies or reductions one can use to perform this transformation:

e (Permute Cut Rules Upwards) As done by Gentzen, one can try to permute cuts over other
introduction rules. The following is an example of such a transformation in G1m:

I"A,F—G [5e] r—A I"AJF—G
r—A F’,A—>F3G[Cﬁt] ILT.F—5G 5]
L' —>F>5G Lr—F>G "k

[Cut]

We identify a criterion for when such permutations are always possible (see Lemma 5.2).
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e (Permute Introduction Rules Downwards) In some cases, it is not possible to permute
the cut over an introduction rule. For instance, in the mLJ derivation to the left, it is not
always possible to permute a cut over an Dg, because such a permutation would weaken
the formulas in A, which may be needed in the proof of left premise of the cut rule.

IA.B.F— G T A.B.F — G

TANBF =G " TAB—F>5GA K

S T.ANB—FoG.A Eﬁ]t] S T.ANB—Fo5G.A {éﬁ]ﬂ
I'—>FD2>G,A > I'— FD>G,A

The strategy then is to permute downwards the rule introducing the cut-formula (A A B)
on the Cut’s right premise, as illustrated by the derivation to the right. In some cases,
however, the cut-formula might need to be introduced multiple times. For instance, in the
following S4 derivation, the cut cannot permute upwards, but one can still introduce the
cut-formula OA on the right before introducing the formula OF. Only, in this case, the
cut-formula is introduced twice, as illustrated by the derivation to the right.'®

aol,0A,A + oA, F

Or.OA A oAF OT.0A F oA F [DL][D :

O, oA+ oA F 'k O, T",0A,A+ oA, A, OF - X

S OF. T, 0A F oA, A, OF Eﬁ]t] S OF.I".0A + oA N.OF | éif]]
aol,I” + oA, A’,OF > al,I” + oA, A, OF

A similar case also appears in mLJ, e.g., when the cut formula is A > B. We identify
criteria for when an introduction rule can permute over another introduction rule (see
Lemma 5.4), which handles the cases for mLJ and S4 illustrated above.

o (Transform one Cut into Another Cut) There are systems, such as LJQ*, which have more
than one cut rule. For instance, LJQ" has eight different cut rules, three of them shown
in Example 5.3. In these cases, for permuting a cut of one type over an introduction
rule might involve transforming this cut into another type of cut. As these permutations
involve more elaborated proof transformations, finding criteria that is not ad-hoc to one
system is much more challenging (if not impossible) and we will not provide one here.

We start our discussion of cut-elimination on specified sequent systems by the permutabil-
ity step (step one). For this purpose, we define the notion permutation of clauses and then
establish criteria for permutation of cut and introduction clauses.

DerinITION 5.1

Given C; and C, clauses in a canonical proof system theory X, we say that C; permutes
over C, if, given an arbitrary focused proof 7 of a sequent S' ending with a bipole derivation
introducing C; followed by a bipole derivation introducing Cj, then there exists a focused
proof i of S ending with a bipole derivation introducing C; followed by a bipole derivation
introducing Cj.

Lemma 5.2 (Criteria cut permutation)

Let X be a canonical proof system theory. A cut clause permutes over an introduction or
structural clause C € X if, for each s, t € I such that !°B appears in C and ?'B’ is a subformula
of the monopole B, one of the following holds:'!

10Thig problem of permuting cuts in the system S4 was emphasized by Stewart and Stouppa in [32] and the complete proof can be found in [17].

11 Of course, if the subexponential !* is not present in C, then the restrictions on s don’t apply.
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1. Cut = 3A.1*?"|A| ® 1°?9A] and either:
i. permutation by vacuously: s £ b and b is bounded; or s £ d and d is bounded;
ii. permutation to the right: s < a,dand ¢ <t;
iii. permutation to the left: s < b,canda <t
2. Cut = JA.1*?"|A| ® 7[A] and either:
i. permutation by vacuously: s £ b and b is bounded; or s £ d and d is bounded;
ii. permutation to the right: s < a,d;
3. Cut = JA.?"|A| ® 1°?9A] and either:
i. permutation by vacuously: s £ b and b is bounded; or s £ d and d is bounded;
ii. permutation to the left: s < b, c;
4. Cut = 3A.7"|A] ® ?79[A] and either:
i. permutation by vacuously: s £ b and b is bounded; or s £ d and d is bounded;

ii. permutation to the right or left: s is the least element of (I, <).
ProoF. Suppose that C is a formula of the shape !°?'B'2,
e Case Cut = HA.!a?bLAJ ® !c?d|'A]. Consider the proof:

ot

=2
F (]<2 Sc,s +d|—A—| +tB . ﬂ .

s ot

=, FKo <o +a[A]:- | 152'B [% ; ]
FK <q +plAl:- 1 FFG < +alAl: - 1 ~
[!a’ ?b] [!C’ ?d]

FKG - UL 122P 1A FIG @ - L 1°29TAT
FIG QTG : - | 127P1A] @ 19991 A]
FKIQK -1

(®]

[Doo, d]

If s £ d and d is bounded this case will not happen and the permutation is by vacuously.
Otherwise, if s < d, s < a and ¢ < ¢, the proof above can be replaced by

=/

F K ss,u:i,LAJ;.ﬂ. . |—7<2ss,c+th+dFA1:~ﬂ-
FKG <y - U 122P1A] (.27 FIG <y +B:- | 1°?297A7
FIG @ <, +B:- I 12?°[A] ® 1°79TA]
FKGQKy < +B:-1-
FKI T, :- U 157'B
FKIQK -1

[1e,29]
[®]

[Deo, 3]

[, 2]
[De]

Notice that, since s < a, K| <;,= K <,. Hence, in this case, the permutation is to the
right. The same reasoning can be done for the left premise.

121n fact, we should consider bipoles D containing subformulas of the form !*C with C a monopole, but we will present only the case where D = 15?¢B

for readability purposes.
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e Case Cut = 1*?°|B]® ?9[B]. If s < d and s < a, then the derivation

=)

FIG <5 +g[AT+H B:- 1 -

cF FIo +4AT: - U 152B ®.71
K e tlAL R AT O]
FKG - U120 1A] (.27 FIG - UL 29TAT "]
FIGRIG - L1227 A] © 29A] o L]
FEKIQTG: -1 e
can be replaced by
FKi <sa +plAL:- 1 ja oby F Ko <5 +B id [Al:-1- [24]
FK < U1PP1A] T T r KO < B UL ?YTA] [®']

FK T <, +B - I 12?°|A] ® 29[A]

FKI®Ky <s+B:-1-

FK QK - | 157B
FKIQK -1

There is a very interesting observation in this case: the restrictions for permuting the cut
clause over the left premise form a superset of the restrictions for the right premise. In
fact, other the fact that s should be the least element of I, it should also be the case that
a < t. That is, if the permutation is possible at all, it can be always done over the right
premise. Finally, if s £ d and d is bounded, then focusing over !*?*B is not possible at all
(the same for the left premise).

e Case Cut = ?°| B| ® 1°?9B]. Analogous to the last case.

e Case Cut = ?°|B] ® 79[ B]. If s is the least element of /, then the derivation

=’

=2
Ko < +4[A1+ B -1

[Deo, 3]

[, 2]
[De]

s ot
= FIG +a[A]:- U 7B [D[! ’]?]
FK+p LAl T ob FIGQ +4[AT:- - od “
FIG - 2P LA ] FIG : - U 29TA] ([8']
FIG K - I 2PLA) @ 29TA] D 3][ :
FKIQK -0 <

can be replaced by!'3
5 =
PR S Al PR Sy HB AT T
FIG < - U 1A FIG < +B - | 29[A]
FKI T <, +B: - | 2°lA] ® 29[A]
FKI®Ky <s+B:-1-
FK @Ky - | 157B
FKiQKs -1

130bserve that the permutation could be done also on the left premise.

[79]

[®]
[Deo, ]

[, 2]
[Do]




An Extended Framework for Specifying and Reasoning about Proof Systems 27

ExawmpLE 5.3
Note that, from the systems presented in Section 4, the cuts defined in systems G1m and Lax
permutes over any introduction or structural clause. This means that, for these systems, the
classical argument of permuting cuts up the proof until getting principal cuts works fine.
The cut clause for the mLJ system (Cut,,;; = JA.2'|A]®77 A1), on the other hand, does not
permute over clauses (Og) and (Vg), since s present in both clauses but neither r is bounded
(while [ £ r) nor [ is the least element in the signature {{c, I, 1}; {I < o0, I < }; {0, I, r}). This
captures well, at the meta-level, the fact that the cut rule does not permute over the rules (Dg)
and (Vg) at the object-level.
In the same way, in S4, the cut clause Cutgy = JA.2"|A] ® 7"TA] does not permute over the
clauses (Og) and (o) since /, r are unbounded and e is not the least element of the signature

<{19 r,0r, OR, e,oo}, {I’ <o = "0’1 <0 =<, X 0p, €= DL}& {L I, Og, ORa‘x’}>-

In LJQ*, three cut rules are admissible'*:

I - A A A, T, - B; Ay I' - A A AT F A
', = By AL A [Cuty] I FALA [Cuty]
I'rALA ATHFA
1 F Ay, 12 FAp [Cuts]

[, FALA

The first rule cannot be encoded in SELLF using only bipoles with the signature presented
in this paper. In fact, we would need to add “dummy” subexponentials for guaranteeing the
presence of focused formulas on the context, more or less the same way done for the Lax
logic. The other cut rules can be specified, respectively, by the clauses

(Cuty) V7A@ "M[A] (Cut;) '"2A]® I"7'TAT.

It is interesting to note that, in Cut,, the permutation to the right is by vacuously with every
clause in the system. And it should be so since, at the object level, the left premise of the
Cut, rule has a focused right cut formula, which must be principal. Hence the cut rule cannot
permute up in the object level, as the cut clause does not permute over any other clause of the
system. For the permutation to the left, the conditions s < /and s < r and r < ¢ for any clause
of the form !*B(--- ?'B’) appearing in Lj;,, implies that: s = r and ¢ = r,l. Hence the Cut,
clause permutes to the left over (D), (V1), (Ar) and (Vg) and it does not permute over (Dg)
and (Ag). As it should be since, at the object level, the premises of the rule (Ag) are focused
and, as already discussed for the system mLJ, the rule (D) erases formulas of the premises,
hence not permuting with the cut rule.

For the Cut; clause, the argument is similar to the one just presented and Cut; does not
permute to the right or to the left with (Dg) and (Ag), permuting over the other introduction
clauses of the system. As said before, the cut-elimination process for LJQ" is more involving,
making use of exchange between cuts, and it will not be discussed in more details here.

The following lemma establishes criteria for checking when a clause permutes over another
clause. It captures all the non-trivial permutations for the systems mLJ and S4, that is, all the
cases that are not true by vacuously.

1410 fact, there are five admissible cut rules in LJQ*, but the other two are derived from those presented here. And it is also worthy to note that there are
three non-admissible cut rules in LJQ*.
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Lemma 5.4 (Criteria introduction permutation)

Let X be a canonical system and C;,C, € X be introduction or structural clauses. Assume
that all subexponentials are unbounded, i.e., I = U. Then C| permutes over C; if at least one
of the following is satisfied:

1. If Cy and C, have no occurrences of subexponential bangs;

2. If C; has at least one occurrence of a subexponential bang but C, has no occurrence of
subexponential bang, then for all occurrences of a formula of the form !°B; in C; and for
all occurrences of ?' in Cs, it is the case that at least one of the following is true:

i.s<t;
ii. if C; = Axy...Ax,[(g(o(x1,. .., x,)))" ® B], where ¢ € {[-],[-]}, then the following
equivalence is derivable from the structural rules of X, where s < v: g(o(xy, ..., Xx,))) =

PWaq(o(xy,. .., xn))).

3. If C; has at least one occurrence of a subexponential bang but C; has no occurrence of
subexponential bang, then, for all occurrences of a formula of the form !°B; in C; and for
all occurrences of ?' in C;, either:

i. s £ t (in this case, the clause C; is unnecessary and can be dropped);

ii. s is the least element of 1.

4. If both C; and C; have at least one occurrence of a subexponential bang, then for each
sk, ti € I, k = {1,2}, such that !°*B; appears in Cj and ?“‘B]'( is a subformula of the
monopole By, at least one of the following is true:

i. s2 £ t; and s; < sz (in this case, the clause C; is unnecessary and can be dropped);

ii. So 18 the least element of 7 and s; < ts.

Proor. The assumption that all subexponentials are unbounded eliminates any problems caused
by the splitting of formulas in the context, such as the case of permuting a & over a ®. As all
formulas in the context are unbounded, we do not need to split them. Hence, we only have to
analyze the problems due to the subexponentials.

The case when C; and C, do not contain subexponential bangs is easy. We show only
the second case, when C has a subexponential bang, but C, does not. The remaining cases
follow similarly. The following piece of derivation illustrates how the permutation is possible.

|—‘K§s+u§+,A:-ﬂ~
FK<s+,B:-112A
I-(](S‘V+MBZ'UC2

[?t]...

K< B ]
F K< 2B ]
I—WSSI'ﬂB] 1
FK - 1PB "]
FW:-UCl
T P

If s < t, we can obtain the proof below where with a decide rule on C, appearing at the
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bottom!.

»—(Kss+,AH+uB:'ﬂ-

FK < +A: - 2B [?u]m
FK <, +A:- I By ['s]
FK+A:- 1B D]
FK+ A C 211 .
FK A '
FK - .U C2
e O
For when s £ t, then the introduction of !° will cause the weakening of the formula A,
However, if g(o(xi,...,x,))) = 7 q(o(xy,...,x,))), where g(o(xy,...,x,))) is the formula
used by C, and s < v, then there is a derivation where g(o(x1, ..., x,))) is not weakened by

the introduction of !°. Hence, it is possible to focus on C, again after focusing on C; and
recover the formula A.
[

Observe that this last lemma is much more involved than Lemma 5.2. In fact, the cut clause
is a formula with no negated atomic formulas, and what it roughly does is to split the context
into two and add a left formula in one part and a right formula in the other. When permuting
two introduction clauses, on the other hand, one has to be careful not erasing contexts that
will be necessary for the application of the next clause. For instance, the atomic formulas
needed for introducing the clause C; can be in a context that will be eventually erased by the
clause C,, hence the permutation cannot happen.

As said before, our main interest on permuting clauses is to be able to consider only object-
level principal cuts. We clarify this concept better now. Let X be a canonical system and =
be a SELLF proof of the sequent + K ® K, : - I - ending with an introduction of the Cut
clause. The premise of that decide rule is the conclusion of an [3] infer rule. Let A be the
substitution term used to instantiate the existential quantifier. We say that this occurrence of
the [D..] inference rule is an object-level cut with cut formula A. Suppose A = o(B) is a
non-atomic object level formula with left and right introduction rules

Ax(lo(X)|* ®B) and Ix([o(X)]* ® B,)

We say that this introduction of the Cut clause is principal if E has the form

— —

=1 =)
FKi <o +plo(B)] _ U B/[B/x] (Do 3.0.1] F G < +alo(B)] _ U B,[B/x]
F K < +plo(B)] - 1 @ b FIG < +alo(B)] - 1 -
FKG - U122 e(B)) [ 77] FIG - U 192To(B)]
FKGRIG = - UL 122 o(B)| ® 1°?79To(B)]
FKGQRQK -1

[Doo,d,®,1]
[c,29]
[®]

[Do, d]

DErINITION 5.5
Let X be a canonical proof system theory. We say that X is cut-principal if every proof =
of a sequent S of the form + K : A f -, with K[co] = X, having an introduction of a Cut

15Since s < t, the introduction of !* does not cause the weakening of the formula A.
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clause, can be transformed, using permutations over clauses, into a proof Z’ of § where that
introduction of the Cut clause is principal.

Hence, for example, the systems G1m and Lax are cut-principal, since their cut clauses per-
mutes over any other clause of the system. A straightforward case analysis shows that mLJ
and S4 also have this property: when cuts cannot permute up, rules can permute down, mak-
ing the cuts principal.

Once we can transform an introduction of a cut into a principal one, the proof of cut
elimination for logical systems continues by showing how to transform a principal cut into
cuts with “simpler” formulas. This transformation is often based on the fact that systems
have “dual” introduction rules for each connective. In [19], Pimentel and Miller introduced
the concept of cut-coherence for linear logic specifications that captures this notion of duality.
We extend this definition to our setting with subexponentials.

DEFINITION 5.6
Let X be a canonical proof system theory and ¢ an object-level connective of arity n > 0.
Furthermore, let the formulas

Ax(lo(X)|* ®B;) and Ix([o(X)]* ® B,)

be the left and right introduction rules for ¢, where the free variables of B; and B, are in the
list of variables X. The object-level connective ¢ has cut-coherent introduction rules if the
sequent - K, : - f} YX(B; ’® By) is provable in SELLF, where K [co] = {Cut}, {Cut} is the
set of all cut clauses in X and K [i] = 0 for any other i € I. A canonical proof system theory
is called cut-coherent if all object-level connectives have cut-coherent introduction rules.

ExampLE 5.7
The cut-coherence of the G 1m specification is established by proving the following sequents.

(D) F Culgim - 1-3- -1 21 TA1 = BJL, 2 (VAJ: ® 1'TBTY)
(A F Cutgy - 1-3-1- VA @ VB, MTTAT: » 21 BT
(V) F Cutgim - 1-3-7- VA @ VB, M TAT & 21 [B]*
) F Culgim -1+ 5 -1 - VIBxJ*, 2 Ax ) [Bx]*

@)k Cutgy -1+ - IV Bx)t, 21 [Bx]*

All these sequents have simple proofs. In general, deciding whether or not canonical systems
are cut-coherent involves a simple algorithm (see Theorem 5.11).

Intuitively, the notion of cut-coherence on the meta-level corresponds to the property of
reducing the complexity of a cut on the object-level. If a connective ¢ is proven to have cut-
coherent introduction rules, then a cut with formula ¢(¥) can be replaced by simpler cuts using
the operations of reductive cut-elimination, until atomic cuts are reached. This is proved by
Theorem 5.8.

We need the following definition specifying cuts with atomic cut formulas only.

ACut = JA.Cut(A) ® atomic(A)).

The following theorem establishes the condition for when there are reductions from proof
with principal cuts to proofs with atomic cuts.
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THEOREM 5.8

Let the disjoint union X U {Cut} be a principal, cut-coherent proof system whose structural
clauses are all contextual. If + K : - I - is provable, then - AK : - | - is provable where
K[oo] = X U {Cut} and AK[co] = X U {ACut}.

Proor. (Sketch — see [19] for the detailed proof.) The proof of this theorem follows the usual
line of replacing cuts on general formulas for cuts on atomic formulas for first-order logic,
being careful about the subexponentials. Let Z be a proof of the sequent + K : - | - ending
with an object-level cut over a cut formula (B) with left and right introduction rules

Ax(lo(X)|* ®B) and Ix([o(X)]* ® B,)

Since X is cut-principal, there exist proofs of - K : - f§ Byand + K, : - I B,, where K =
¥ ® K. Since X is a cut-coherent proof system theory the sequent - K, : - T V(B;- %9 By)
is provable. Thus, the following three sequents all have cut-free proofs in SELL'®:

+ %1, BB/ ] + %, B,[B/X] + 2 Cut, BI[B/]*, B,[B/i1*
By using two instances of SELL cut, we can conclude that!”
F 7(1 s 7(2

has a proof with cut. Applying the cut-elimination process for SELL will yield a cut-free
SELL proof of the same sequent. Observe that the elimination process can only instantiate
eigenvariables of the proof with “simpler” formulas, hence the sizes of object-level cut for-
mulas in the resulting cut-free meta-level proof does not increase. Using the completeness of
SELL in SELLF we know that

FK:--
has a proof of smaller object-level cuts and the result follows by induction. | |

The condition that all structural rules are contextual (see Definition 3.2) is necessary as other-
wise known non-trivial cases involving weakening and contraction would arise. Since these
are not solved by the duality of connectives, it is out of the scope of the theorem above.
Despite this limitation, this step of cut-elimination can be proved for wide of range of proof
system. In fact, the only system shown above that has structurual rules that are not contextual
is Glm.

The last step in Gentzen’s cut-elimination strategy is to eliminate atomic cuts by permuting
them upwards. However, as in the transformation of proofs with cuts into proofs with princi-
pal cuts only, the subexponential bangs may disallow that atomic cuts can be eliminated. A
further restriction on cut clauses is needed.

DEFINITION 5.9
Let X be a principal, cut-coherent proof system theory. We say that a cut clause Cut =
3A.!a?b|_AJ ® !C?d[A] is weak if for all s,¢ € I such that ?°|-], ?'[-] appears in X, b < s and
d=<t.

X is called weak cut-coherent if, for all Cut € X, Cut is weak.

16By abuse of notation, we will represent the contexts in SELLF and its translation in SELL using the same symbol.
17Reminding that Cut € K[oo].
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THEOREM 5.10

Let the disjoint union X U {ACut} be a weak cut-coherent proof system. Let I', — A, be an
object-level sequent and + K : - f - be its SELLF encoding, where K[co] = X U {ACut}. If
F K : -1 -is provable, then - K’ : - | - is provable where K'[co] = X and K[i] = K'[i] for
any otheri € I.

Proor. The usual proof that permutes an atomic cut up in a proof can be applied here (since
the system is principal). Any occurrence of an instance of [D.] on the ACut formula can
be moved up in a proof until it can either be dropped entirely or until one of the premises is
proved by an instance of [D.] on the Init:'®

FKL - UTATS K2 - LA

- o sey UTATolAE O
K <o AT FHKo <e +alAT: -0 dw’
FIG - U 12P 1A .2 FIG - U 1929TAT [ 7]
FI QT - | 122P1A] @ 19797 A DAl (]
FK - o

In that case, there must exist an index s such that |[A]| € 7(22[s]. If b < s, then we can
substitute the proof of the conclusion of the cut inference above by the proof = (similar to the
right case). Hence the result holds for weak cut-coherent systems. | |

The next result states that to check whether or not a proof system encoding is weak cut-
coherent is decidable. See [19] for a similar proof.

THEOREM 5.11

Determining whether or not a canonical proof system is weak cut-coherent is decidable. In
particular, determining if the cut clause proves the duality of the introduction rules for a given
connective can be achieved by proof search in SELLF bounded by the depth v + 2 where v is
the maximum number of premise atoms in the bodies of the introduction clauses.

We can develop a general method for checking whether a proof system encoded in SELLF
admits cut-elimination by putting all these results together. The first step is to use Lemma 5.2
to check for which clauses the cut permutes over. Then for each remaining clause, C, check
using Lemma 5.4, the introduction/structural clauses of the system permutes over C. After
this step one is reduced with the non-trivial cases for when the transformation of a proof with
cuts into a proof with atomic cuts only is not straightforward and must be proved individually.
We then check whether the theory is cut-coherent, which from Theorem 5.8, implies that
principal cuts can be reduced to atomic cuts. This check requires bounded proof search as
described in Theorem 5.11. Finally, we check whether atomic cuts can be eliminated by
checking whether the theory is weak cut-coherent. We have implemented this method, as
well as the checking for atomic identities, as detailed in Section 6.

5.2 Atomic Identities

The notion of cut-coherence implies that non-atomic principle cuts can be replaced by simpler
ones. We now consider the dual problem of replacing initial axioms with its atomic version.
The discussion bellow is pretty much similar to the ideas presented in [19].

I8Here A is an atomic object level formula.
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DEFinITION 5.12
Let X be a canonical proof system theory and ¢ an object-level connective of arity n > 0.
Furthermore, let the formulas

Ax([o(®)]*®B) and Fx([o(X)]* ® B,)

be the left and right introduction rules for ¢, where the free variables of B; and B, are in the
list of variables x. The object-level connective ¢ has initial-coherent introduction rules if the
sequent v Ky : - T VX(?°B; '@ ?°B,) is provable in SELLF, where K[co] = {Init} and
Kwli] = 0 for any other i € I. A canonical proof system theory is called initial-coherent if all
object-level connectives have initial-coherent introduction rules.

It is easy to see that determining initial-coherency is simple and that initial coherency
does not imply cut-coherency (and vice-versa). In general, we take both of these coherence
properties together.

DerinrTION 5.13
A cut-coherent theory that is also initial-coherent is called a coherent theory.

Proposrrion 5.14
Let X be a coherent theory and ¢ an object-level connective of arity n > 0. Furthermore, let
the formulas

Ax(le(X) [t ®B;) and IAx(o(X)]" ® B,)

be the left and right introduction rules for ¢. Then B, and B; are dual formulas in SELLF.

Proor. From the definition of cut-coherent, B; entails B, in a theory containing {Cut}. Simi-
larly, from the definition of initial-coherence, B, entails B; in a theory containing Init. Thus,
the equivalence B, = B is provable in a theory containing {Cut} and Init. Hence B, and B;
are duals. [ |

Finally, the next theorem states that, in coherent systems, the initial rule can be restricted to
its atomic version. For this theorem, we need to axiomatize the meta-level predicate atomic(-).
This axiomatization can be achieved by collecting into the theory A all formulas of the form
Ax : (atomic(p(x1;:::; xn)))* for every predicate of the object logic.

For the next theorem, we also need the following definition

Alnit = A.Init(A) ® atomic(A)).

THEOREM 5.15

Given an object level formula B, let Inif(B) denote the formula | B|*®[B1*, let A be the theory
that axiomatizes the meta-level predicate atomic(-), X U Init be a coherent proof theory and
Ko = {X, Alnit, A}. Then the sequent + K, : - I} Init(B) is provable.

5.3 Invertibility of rules

Another property that has been studied in the sequent calculus setting is the invertibility of
rules. We say that a rule is invertible if the provability of the conclusion sequent implies the
provability of all the premises.

This property is of interest to proof search since invertible rules permute down with the
other rules of a proof, reducing hence proof-search non-determinism. In particular, in systems
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(L) |[A=>B*®?7TA1&? Bl (=R [A= Bl*®?”A]% ?[B]
(AL)  |AABI*®7?A] % ?|B] (AR)  [AAB]*®?7TA]& ?[B]
(VR) [AV BI*®?7TA] "9 7[B] (VL) |AVB]*®7?|A] & ?'B]

Fic. 16. Specification of G3c.

with only invertible rules, the bottom-up search for a proof can stop as soon as a non provable
sequent is reached.

For example, it is well known that all rules in G3c (see [33]) are invertible. This system
is specified in Figure 16. Observe that the meta level connectives in the bodies are negative.
Therefore, its introduction rule is specified using only invertible focused rules. The following
is a straightforward result, as all the connectives appearing in a monopole are negative.

THEOREM 5.16
A monopole introduction clause corresponds to an invertible object level rule.

6 Implementation

We have implemented a tool that takes a SELLF specification of a proof system and checks
automatically whether the proof system admits cut-elimination and whether the system with
atomic initials is complete. Note that this checking ensures sufficient but not necessary condi-
tions, thus a negative answer does not mean that the system doesn’t enjoy the cut-elimination
property. Our tool is implemented in OCaml and there is an online version with some exam-
ples at http://www.logic.at/people/giselle/tatu. The specification of proof sys-
tems is done as described in Section 3. In particular, the clauses specifying a proof system
are separated into four parts: introduction clauses, structural clauses, cut clauses, and the
identity clauses.

The tool also contains the machinery necessary for checking the conditions described in
Section 5. It implements the static analysis described in Lemmas 5.2 and 5.4. As detailed at
the end of Section 5.1, the tool determines cases for when the cut rule can permute over other
introduction rules and for when an introduction rule permutes over another introduction rule.
Whenever some clauses of the encoding does not satisfy such criteria, then it outputs an error
message. Detecting corner cases can be useful for detecting design flaws in the specification
of a proof system. For the systems G1m and Lax, our tool was able to check that indeed
a proof with cuts can be transformed into a proof with principal cuts only. For the other
systems, it identified some permutations by vacuously that it could not prove automatically.
However, these can be easily checked manually.

For checking whether an encoding is cut-coherent, our tool performs bounded proof search,
where the bound is detemined as described in Theorem 5.11. In order to handle the problem of
context splitting during proof search, our tool implements the lazy splitting detailed in [4] for
linear logic. The method easily extends to SELLF. Another difference, however, is that our
system is one-sided classical logic. Therefore, we do not implement the back-chaining style
proof search used in [4], but rather proof search based on the focused discipline described in
Section 2. Furthermore, as previously mentioned, proof search is bounded by the height of
derivations, measured by the number of decide rules. This is enough for checking whether
an encoding is cut-coherent. In a similar fashion, the tool also checks by using bounded
proof search whether the encoded proof system is complete when using atomic initial rules
by checking whether the system is initial coherent (see Definition 5.12). For all the examples
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that we have implemented, our tool checks all the conditions described above in less than a
second.

7 Related Work

The present work has its foundations on the works [25, 19] by Miller, Nigam, and Pimentel,
where plain linear logic was used as the framework for specifying sequent systems, and
reasoning about them. The motivation for the generalization proposed here was based initially
on the fact that there are a number of proof systems that can be encoded SELLF but cannot
be encoded in the same declarative fashion (such as without mentioning side-formulas) in
linear logic without subexponentials. Moreover, the encodings in [19] are only on the level of
proofs and not on the level of derivations [25]. Therefore, proving adequacy in [19] involves
more complicated techniques than the simple proofs by induction on the height of focused
derivations used here. Finally, when trying to deal with the verification using SELLF, we
ended up being able to propose more general conditions for permutation of clauses, which
enabled more general criteria for proving cut-elimination of systems.

It turns out that specification and verification of proof systems is a very important branch of
the proof theory field. In fact, there exists a number of works willing to provide adequate tools
for dealing with systems in a general and yet natural way, making it possible then to use the
rich meta-theory proposed in order to reason about the specifications. For example, Pfenning
proposed a method of proving cut-elimination [28] from specifications in intuitionistic logic.
This method has been applied to a number of proof systems and implemented by using the
theorem prover Twelf [29]. For instance, the encoding of Lax logic and its cut-elimination
proof can be found athttp://twelf.org/wiki/Lax_logic. It happens that this procedure
is only semi-automated, in the sense that, for any given proof system, one has to prove all the
permutation lemmas and reductions needed in the cut-elimination from scratch.

In the present paper, we adopted a more uniform approach, establishing general criteria
to the specification for proving properties of the specified systems. Since we are dealing
with classical linear logic (where negation is involutive), our encodings never mention side-
formulas, only the principal formulas of the rules. Such declarative specifications produce
not only clean and natural encodings, but it also allows for easy meta-level reasoning.

Ciabattoni and Terui in [6] have proposed a general method for extracting cut-free sequent
calculus proof systems from Hilbert style proof systems. Their method can be used for a
number of non-trivial logics, including intuitionistic linear logic extended with knotted struc-
tural rules. The main difference to our work is that they do not provide a decision criteria for
when a system falls into their framework. On the other hand, we do not provide means to
encode Hilbert style proof systems. It seems that our methods are complementary and can be
combined, so to enable the specification of Hilbert style proof systems as well as reason over
them. Thus, the challenges of integrating these methods have still to be investigated.

Checking whether a rule permutes over another was also topic of the recent work [15].
As in our approach, Lutovac and Harland investigate syntactic conditions which allow to
check the validity of such permutations. A number of cases of permutations and examples
are provided. A main difference to our approach is that we fixed the specification language,
namely SELLF, to specify inference rules and proof systems, whereas [15] does not make
such commitment. On one hand, we can only reason about systems “specifiable” in SELLF,
but on the other hand, the use a logical framework allows for the construction of a general
tool that can check for permutations automatically. It is not yet clear how one could construct
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a similar tool using the approach in [15]. On the other hand, Nigam, Reis and Lima used [27]
logic programming techniques to check which rule of a proof system specified in SELLF
permute over another rule. This study refines the permutation lemmas we established in this

paper.

8 Conclusions and Future Work

In this paper, we showed that it is possible to specify a number of non-trivial structural proper-
ties by using subexponential connectives. In particular, we demonstrated that it is possible to
specify proof systems whose sequents have multiple contexts that are treated as multisets or
sets. Moreover, it is possible to specify inference rules that require some formulas to be weak-
ened and inference rules that require some side-formula to be present in its conclusion. We
have also introduced the machinery for checking whether encoded proof systems have three
important properties, namely the admissibility of the cut rule, the completeness of atomic
identity rules, and the invertibility of rules. Finally, we have also build an implementation
that automatically checks some of these criteria.

There are a number of directions to follow from this work. One direction would be inves-
tigating the role of the polarity of atomic meta-level formulas in the specification of proof
systems using SELLF. Nigam and Miller [25] showed in a linear logic setting that a number
of proof systems can be faithfully encoded by playing with the polarity of atomic formulas.
Here, we assigned to all atomic formulas a negative polarity, but this choice is not enforced by
the completeness of the focusing strategy (see [20]). In fact, a different (global) assignment
for atoms could be chosen. However, to use such a technique here would imply a change on
the definition of bipoles, as with the current definition polarities would play a very limited
role because all atomic formulas are in the scope of a subexponential question-mark. We are
investigating alternative definitions, so that we can still use subexponentials in a sensible way
and at the same time play with the polarity of atomic formulas.

Another direction to be pursued would be analyzing different classes of systems other
than the canonical ones, such as to handle quasi-canonical systems, e.g., paraconsistent C-
systems [2] or Dyckhoff and Negri’s contraction-free G4ip [9]. It seems possible to en-
code the paraconsistent systems in SELLF with the strongest level of adequacy (adequacy of
derivations), while it seems only possible to encode G4ip with weaker levels of adequacy. In
both cases, however, the encodings are not-canonical and therefore the methods developed
here are not applicable. It would be interesting to develop more flexible conditions for check-
ing whether such systems that are not canonical admit cut-elimination. This task is left to
future work.

Finally, we could apply the notion of coherency in order to build the so called ‘“harmonical
systems” [11]. In fact, harmonicity comes for free in coherent systems, due to Theorems 5.10
and 5.15. Furthermore, since we can also handle labelled systems, one could use all the ma-
chinery developed here in order to prove nice properties on harmonical mathematical systems
such as those containing geometric theories [22].
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