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Abstract

We propose a logic-based formalization of deontic explanations, which aim to address
questions about obligations and permissions such as “Why does this norm apply?” or
“Why should I perform A rather than B?”. Our framework is designed to be flexi-
ble, accommodating various deontic logics. In this work, we build on Åqvist’s dyadic
deontic logics, extending them by introducing an obligation operator that supports
Factual Detachment along with mechanisms for non-monotonic reasoning. Applying
our framework to legal examples, we demonstrate its effectiveness in explaining nor-
mative statements while also identifying its limitations.

Keywords: Norms, Deontic explanations, Åqvist’s systems, factual detachment,
specificity, Contrary-To-Duties

1 Introduction

Explanations answer “why?” rather than just “what?” questions, helping us
understand the reasons behind a claim rather than taking it at face value.
They are essential in everyday life, aiding decision-making, justifying our de-
cisions, and communicating our reasoning to others. In Artificial Intelligence,
explanations enhance trust by clarifying why a system reaches a particular
decision.

Explanations clarify not just what is true but also why it is so. This applies
not only to factual beliefs, but also to the norms –obligations, prohibitions, and
permissions– that shape our lives. Understanding whether a norm applies is
important, but so is knowing why. For example, the GDPR grants individuals
the right to be forgotten, yet legal obligations may require to retain certain
data (e.g., for tax or audit purposes). Why should then the data be erased or
retained in a particular situation? These types of inquiries yield answers known
as deontic explanations. The central topic of this paper is their formalization
and analysis through logic. In our context, explanations serve to constrain the
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application of a normative system, ensuring that the reasoning process remains
transparent and contextually relevant.

We present a framework for deontic explanations that (i) accounts for the
unique aspects of normative reasoning and (ii) is flexible enough to accommo-
date different deontic logics. To illustrate its application, we use legal examples.

Ad (i). Reasoning about norm violation and nonmonotonic reasoning are often
regarded (to hijack a famous title) as the two “fundamental problem[s] of deon-
tic logic” [24]. In the past, they have mostly been studied independently of one
another. There is a pressing need for an explanatory framework that effectively
integrates both aspects. Our central deontic concept is what we, following [42],
call a “deliberative” obligation. This notion includes a mechanism for handling
the overriding of obligations based on specificity. 2 An analogous concept for
permission is also introduced and similar considerations are used to define a
notion of contrastive explanation, where both obligations and permissions can
explicitly interact.

Ad (ii). In this paper, we instantiate the framework using Åqvist’s systems E,
F, and G for conditional obligation. However, other logics for conditional obli-
gation could, in principle, be used as well. Broadly speaking, existing deontic
logics fall into two categories: preference-based and norm-based systems [14,13].
Åqvist’s systems are landmark representatives of the former; recent develop-
ments, such as the introduction of sequent-style calculi [8,9,10] and encod-
ings into classical logic [36], further motivate our choice to work with them.
In Åqvist’s systems, modalities are analyzed within possible world semantics,
where a preference relation orders possible worlds according to their betterness.
These systems were first introduced to address the paradox of Contrary-To-
Duty (CTD) reasoning [7] (norms that come into force when other norms are
violated). The semantics is accompanied by an intuitive graphical representa-
tion using “layers”, making it easier to convey the concepts to non-experts. We
present a novel solution within this framework to address the well-known prob-
lem posed by various forms of detachment, specifically the so-called (strong)
factual vs deontic detachment. We contend that the way detachment is han-
dled in Åqvist’s systems is inadequate for explanatory purposes. To resolve
this issue, we introduce a monadic obligation operator that has factual detach-
ment built-in. The proposed solution is sufficiently general and can be easily
applied to logics of conditional obligation with different semantics (e.g., those
employing a selection function [6]).

To illustrate further the framework, we analyze a legal case involving gen-
eralized quantifiers such as “most”. This analysis is conducted using the exten-
sion of Åqvist’s systems from [29]. The resulting explanations, emerging from
the interaction between deontic and normality conditionals, are well-supported
and give further credibility to the proposed approach.

The paper is structured as follows: Section 2 recalls Åqvist’s systems, which
form the basis of our work. Section 3 introduces a general definition of deontic

2 More specific norms override more generic ones.
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explanation and illustrates its application through legal examples. Section 4
tackles the detachment problem and presents our solution using a GDPR-based
case study. Section 5 explores deliberative obligation and permission in the
context of deontic explanations. Section 6 discusses contrastive explanation,
while Section 7 examines a legal case where normality plays a crucial role.

Related works: There is a vast literature on explanation in the empirical sci-
ences, beginning with Hempel’s seminal work [20], as well as on the nature of
action explanations, following Davidson [11]. In Artificial Intelligence, research
has flourished since [27]. To our knowledge, the notion of deontic explanation
has been mainly analyzed from the argumentation perspective; recent works
include [12,16,35,44]. The work [35] examines various explanatory cases, in-
cluding legal interpretation, within argumentation frameworks with structured
arguments. In our paper, we assume instead a set of norms and focus on their
derivability without explicitly modeling norm interactions. The approach [44]
integrates argumentation theory with input/output logics. These logics belong
to the norm-based tradition of deontic logic, as opposed to preference-based
approaches, where Åqvist systems are prominent. The focus there is on con-
trastive explanations arising from dialogues, making the explananda more com-
plex. To compare, our contrastive explanations have a counterfactual flavor,
identifying the difference-making facts that determine which norm holds over
another. The notion of stable normative explanation has been developed in [16]
and [12], incorporating non-monotonic and argumentative elements. Like our
approach, their explanations are sets of formulas. However, their primary focus
is on stability—ensuring that explanations remain valid even when new facts
are introduced, which is not our main concern, as we focus on explanations
derived from a fixed knowledge base (and not from its possible updates). An-
other key difference is that [16] and [12] allow for prioritization among norms
to resolve conflicts, whereas we leave them be. Finally, while we incorporate
some non-monotonic elements in our notions of deliberative obligation and
contrastive explanation, Åqvist’s systems – without the normality conditional
from [29] – remain monotonic, a notable difference with the above approaches.

Note that in argumentation theory, normative concepts are not given a
truth-functional semantics. This lack of semantics presents a challenge for
explanatory purposes, as counter-models are often the most effective (if not the
only) way to demonstrate that an obligation does not hold. Moreover, logic-
based approaches may offer advantages in automation—for instance, Åqvist’s
systems can be encoded into SAT solvers, as shown in [36].

2 Preliminaries on Åqvist’s systems

The language L of Åqvist’s systems E, F, andG [47] is defined by the grammar:

A::= p ∈ PropV ar | ¬A | A ∧A | 2A | ⃝(A/A)

⃝(A/B) is read as given B, A is obligatory, and 2A as A is settled (as true).
The former pertains to norms (is deontic) and the latter to facts and truth (is
alethic). The other Boolean connectives, ⊤, ⊥, and 3 are defined as usual, the
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permission operator as P (A/B) ::= ¬⃝(¬A/B). ⃝A and PA are short for
⃝(A/⊤) and P (A/⊤), respectively.

The semantics is defined in terms of preference models.

Definition 2.1 [Preference model] A preference model M = ⟨W,⪰, V ⟩ is a
tuple consisting of a non-empty set of worlds W , a (preference) relation on
the set of worlds ⪰⊆ W × W , and of a valuation function V : PropVar 7→
P(W ), assigning to each propositional letter p the set of worlds where p holds.
Intuitively, w ⪰ v is read as “w is at least as good as v”. w ≻ v is read as “w
is strictly better than v” and is defined by w ⪰ v and v ̸⪰ w.

Boolean connectives are interpreted as usual; for the modalities, we have:

M, w |= 2A iff ∀v ∈ W M, v |= A

M, w |= ⃝(B/A) iff ∀v ∈ best(A) M, v |= B

where best(A) = {v ∈ W | M, v |= A and for all z s.t. z ⪰ v and M, z |= A,
v ⪰ z}. Intuitively, ⃝(B/A) holds if all the best A-worlds are B-worlds.

A formula A is valid in a model M iff it is true at every world of M and it
is valid (tout court) iff it is valid in all models.

The systems differ based on the conditions imposed on ⪰. E requires ⪰ be
reflexive: ∀w ∈ W,w ⪰ w. F also demands limitedness:

If ∃w ∈ W s.t. M, w |= A, then best(A) ̸= ∅ (limitedness)

G adds the requirements of transitivity and totality:

If ∀w, v, z ∈ W, if w ⪰ v and v ⪰ z, then w ⪰ z (transitivity)

∀w, v ∈ W, either w ⪰ v or v ⪰ w (totality)

Definition 2.2 The axiomatization of E consists of any Hilbert system for
classical propositional logic, the Modus Ponens rule (MP): If ⊢ A and ⊢ A → B,
then ⊢ B, the rule of Necessitation (Nec): If ⊢ A, then ⊢ 2A, S5 axioms for 2,
and the following deontic axioms:

⃝ (B → C/A) → (⃝(B/A) → ⃝(C/A)) (COK)

⃝ (B/A) → 2⃝ (B/A) (Abs)

2A → ⃝(A/B) (Box-to-O)

2(A ↔ B) → (⃝(C/A) ↔ ⃝(C/B)) (Ext)

⃝ (A/A) (Id)

⃝ (C/A ∧B) → ⃝(B → C/A) (Sh)

F extends E with (D*), while G further adds (RM):

3A → (⃝(B/A) → P (B/A)) (D*)

(P (B/A) ∧⃝(C/A)) → ⃝(C/A ∧B) (RM)

Sequent-style calculi for E, F and G were developed in [8,9,10], respectively,
and an encoding into SAT solvers in [36].

Remark 2.3 The presence of axiom (D∗) in F and G ensures that ⃝(B/A)∧
3A ⊢ P (B/A), a property that does not hold in E.



Ciabattoni, Istenič Urh and Parent 5

Detachment

The principle of detachment (or modus ponens) converts a conditional obli-
gation into an unconditional one, akin to discharging an assumption in natu-
ral deduction. Scholars concur that detachment is essential for reasoning. A
system lacking this principle would have little practical value: without it, an
agent will never un-conditionalize her obligations, and act according to what
she believes to be best. Yet, scholars disagree on the precise formulation of
this principle. Three distinct forms of detachment have been identified, each
varying based on the modal status required of the antecedent:

⃝(B/A) A
FD⃝B

⃝(B/A) 2A
SFD⃝B

⃝(B/A) ⃝A
DD⃝B

The abbreviations FD, SFD, and DD stand for Factual Detachment, Strong
Factual Detachment, and Deontic Detachment, respectively. FD requires A to
be true, SFD requires 2A to be true, and DD requires ⃝A to be true.

These forms of detachment have primarily been discussed in the context of
Contrary-to-Duty (CTD) scenarios, particularly Chisholm’s paradox [7], which
is often cited as evidence that FD and DD cannot coexist, see, e.g., [47, §9].
Notably, Åqvist’s systems support only SFD and DD.

3 Deontic explanations

This section provides a general definition of deontic explanation and applies it
to legal examples using Åqvist’s systems.

First, we settle some terminology. We call explanans what is to be explained
and explanandum what explains it. A fact is any formula that does not contain
deontic modalities. A norm is a Boolean combination of formulas having a
deontic modality, possibly negated, as the main connective. Finally, a mixed
formula is any Boolean combination of norms (at least one), and facts.

Given a knowledge base K consisting of norms and facts in a deontic logic, a
deontic explanation identifies the subset Γ (by abuse of notation, we will treat
it both as a set of sentences and also their conjunction) that permits to obtain
a mixed formula A. As we do not want the explanation to contain redundant
elements, we start with the following definition (we use � for the consequence
relation, without distinguishing between semantic and syntactic entailment):

Definition 3.1 [Minimal deontic explanation] Given a knowledge base K,
Γ ⊆ K minimally explains a mixed formula A iff

(i) Γ�A and

(ii) ̸ ∃Γ′ ∈ K, s.t. Γ ̸= Γ′, Γ� Γ′, and Γ′ �A

The definition identifies a minimal set of reasons that entail A. We take
both the explanandum (Γ) and the explanans (A) to be mixed formulas. For the
explanandum, this is obvious: norms alone or combined with factual elements
should be applied to obtain A. For A, the clearest case is when it is a norm,
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but we also account for violations which are mixed formulas in Åqvist systems.
A violation of the norm 3 ⃝(C/B) is expressed as ⃝(C/B) ∧B ∧ ¬C.

To illustrate the definition, take the following example. As in all our exam-
ples (except for Ex. 7.1), we use the language L of Åqvist systems and write �
for their syntactic and semantic consequence relation.

Example 3.2 (Motor vehicle law 1) Consider the following sentences,
adapted and simplified from [40], §99, and [41], §1:

(1) In poor visibility as a result of adverse weather, it is compulsory to keep
your lights on while driving, ⃝(l/w)

(2) In darkness, it is compulsory to keep your lights on while driving, ⃝(l/d)

(3) It is obligatory to pay a toll for using federal highways in Austria, ⃝(t/u)

KV 1 = {⃝(l/w),⃝(l/d),⃝(t/u)}.
(i) Γ = ⃝(l/w) ∧ ⃝(l/d) is the minimal explanation of ⃝(l/w ∨ d). Then,

by monotonicity of Åqvist’s systems, also ⃝(l/w) ∧ ⃝(l/d) ∧ ⃝(t/u) �
⃝(l/w∨d) and so Γ = ⃝(l/w)∧⃝(l/d)∧⃝(t/u) would explain ⃝(l/w∨d).
However, ⃝(t/u) is an irrelevant part of the explanation which is taken
out by the minimality condition.

(ii) Let us now see how we explain a violation. Take KV 1 ∪ {w,¬l}. Then,
⃝(l/w) ∧⃝(l/d) ∧ w ∧ ¬l minimally explains why the norm ⃝(l/w ∨ d)
is violated (i.e., ⃝(l/w ∨ d) ∧ (w ∨ d) ∧ ¬l is entailed).

A minimal deontic explanation provides a specific reason for why a given
norm holds. However, the same knowledge base may contain multiple distinct
minimal deontic explanations for the same mixed formula. In such cases, A is
fully explained only by the disjunction of all minimal explanations, i.e.:

Definition 3.3 [(Complete) deontic explanation] Given a knowledge base K
based on a deontic system DS, the disjunction of all Γ ⊆ K, s.t. Γ minimally
explains A, is the complete deontic explanation of A.

The example below illustrates the definition.

Example 3.4 (Motor vehicle law 2) Take the following sentence, again
adapted and simplified from [40], §99 Abs. 5:

In poor visibility, it is obligatory to use low-beam headlights, front fog
lights, or both, ⃝(l ∨ f/¬v), P (l ∧ f/¬v), P (l ∧ ¬f/¬v),P (¬l ∧ f/¬v) 4

This leads to: KV 2
1 = {⃝(l∨f/¬v), P (l∧f/¬v), P (l∧¬f/¬v), P (¬l∧f/¬v)}.

Then, P (l ∧ f/¬v) ∨ P (l ∧ ¬f/¬v) completely explains P (l/¬v).

3 The alethic modality can be eliminated in F and G (see [32]), as it reduces to ⃝(⊥/¬A).
However, here we retain it to distinguish facts from norms.
4 We explicitly state the permissions for l∧¬f , ¬l∧ f , and l∧ f which represent the norm’s
compliance conditions. As also noted by [2], some disjunctive obligations in natural language
imply a permissible choice between disjuncts —a move that is not allowed in Åqvist’s systems.
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4 Case study: the GDPR

To see the definition at work in Åqvist systems and the issues that arise, we
present the following example taken from [4]. It concerns the European Data
Protection Regulation and it has the same structure as Chisholm’s paradox.

Example 4.1 (GDPR) Consider the following sentences:

(1) Personal data shall be processed lawfully (Art. 5), ⃝l

(2) If the personal data have been processed unlawfully, the controller has the
obligation to erase the personal data in question without delay (Art. 17.d,
right to be forgotten), ⃝(e/¬l)

(3) It is obligatory, e.g., as part of a respective agreement between a customer
and a company, to keep the personal data (as relevant to the agreement)
provided that it is processed lawfully, ⃝(¬e/l)

(4) Some data in the context of this agreement have been processed unlawfully.

(1)-(3) give us the knowledge base KGDPR
1 = {⃝l,⃝(e/¬l), ⃝(¬e/l)}.

Intuitively, our logic should help explain that the data have to be erased, due
to the presence of the norm (2) and the fact (4), here omitted from KGDPR

1 .

4.1 A problem in Åqvist’s systems

We could in principle formalize (4) as either (4.1) ¬l or (4.2) 2¬l. None of
them would give us the expected result. Indeed:

(4.1) By adding ¬l to the knowledge base, i.e., KGDPR
2 = KGDPR

1 ∪ {¬l} and
putting ⃝e as the explanandum, we do not obtain the desired explanans
Γ = ⃝(e/¬l) ∧ ¬l, due to the failure of FD in Åqvist’s systems.

(4.2) By adding 2¬l to KGDPR
1 , we introduce an overgeneration issue, result-

ing in more explananda than appropriate. Using DD and SFD, we derive
⃝e and ⃝¬e. In F and G, this is inconsistent, because of the D* axiom,
and so (by classical logic) any formula, and hence any conditional obli-
gation ⃝(B/A), is derivable, and then explained. In E, KGDPR

1 ∪ {2¬l}
is satisfiable, and hence consistent. But a deontic explosion restricted to
obligations under ⊤ still arises. That is, any obligation of the form ⃝B
is derivable. 5 In particular, it then follows that Γ = ⃝l ∧ 2¬l explains
⃝e, which should not be the case.

Since van Eck [45, p. 262], this issue is known as the “dilemma of com-
mitment and detachment” (or DD vs. FD, see Section 2). Both principles are
intuitive but clash in Chisholm’s scenario, forcing a choice between them.

The above example shows that replacing FD with SFD does not help, and
creates more problems than it resolves: to detach ⃝e, it becomes necessary to
add 2¬l to the knowledge base, which either renders it inconsistent (in F and
G) or trivializes it (in E). Despite this issue, one could argue that SFD is the
proper detachment for CTD scenarios, as discussed in [34, §5.1] and [31, §3, §4].

5 It follows from the derivable formula in E: ⃝(B/A)∧⃝(¬B/A) → ⃝(C/A). Put A := ⊤.
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When it is settled that ¬l, the obligation of l no longer applies (ought implies
can), necessitating the removal of this obligation from the knowledge base.
Properly implementing this solution would require “updating” the knowledge
base on the fly, using tools from belief change theory [17], an undertaking that
lies beyond the scope of the present work.

In the next section we propose an easy way to reconcile FD and DD without
updates, ensuring the right explanations.

4.2 A possible solution

The issue stems from an ambiguity in the notion of unconditional obligation.
To quote Makinson [24], “unconditional obligation is deceptively ambiguous”.
The statement “B is obligatory” can be understood in three ways. The mini-
mal reading, which has prevailed in deontic logic, interprets it as holding under
zero information about the world. The minimal notion obeys DD. Thus, in
Example 4.1, ⃝¬e tells us that ¬e is the obligation the agent has under zero
information about the world, in particular if it is not believed the obligation of l
is violated. An alternative maximal reading—put forth by von Wright [46] and
implemented in Åqvist’s systems by Alchourrón [1]—would take it to mean that
B is obligatory under complete information about the world. Such an inter-
pretation can be set aside on the grounds that requiring complete information
is too demanding. The intermediate reading, which seems more realistic, in-
terprets “B is obligatory” as meaning that B is obligatory given the current
information about the world. That is, it is expressed as ⃝(B/A), where A is
a Boolean formula representing a known (or believed) fact about the world.
Under this intermediate notion, FD is inherently built-in.

Definition 4.2 captures this intermediary sense of “ought”, which we refer
to as the “detached ought”. This concept reflects obligations that hold un-
conditionally, independent of any particular circumstances. In our notation,
the operator ⃝AB represents such an unconditional obligation for B, where
the subscript A keeps track of the fact from which the obligation is detached.
It is important to emphasize that ⃝AB represents a genuine unconditional
obligation, one that is not made relative to any conditions. In principle, for a
deliberative obligation for B, it is enough that there is some A that detaches
that obligation. However, the subscript also keeps track of the source of the
obligation. 6

Definition 4.2 M, w |= ⃝∗
AB iff (i) w |= ⃝(B/A), (ii) w |= A, (iii) w |=

3(A ∧B), (iv) w |= 3(A ∧ ¬B), and (v) w |= 3¬A.

The following equivalence is trivially valid in E, F, and G:

⃝ (B/A) ∧A ∧3(A ∧B) ∧3(A ∧ ¬B) ∧3¬A ↔ ⃝∗
AB (DetO)

Condition (i) requires the truth of the corresponding conditional obligation,
while (ii) (“actuality”) the truth of the antecedent A. Conditions (iii) and (iv)

6 This definition is a variation of a definition originally proposed by Åqvist for Chisholm’s
concept of “prima facie it ought to be that,” utilizing propositional quantifiers [3].
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(‘compliability” and “violability”) tell us that the conditional obligation can
be fulfilled or violated. (iv) blocks the validity of the implication A → ⃝A,
due to the presence of (Id). Combined with (ii), Condition (v) tells us the
antecedent expresses a contingent truth−one that is true, but could have been
false. Condition (v) blocks the collapse between ⃝(A/⊤) and ⃝∗

⊤A. This may
be justified intuitively as follows: the ⃝(A/⊤) is short for ⃝A, and does not
need to be detached.

Remark 4.3 Our operator share the general idea of Ought-Implies-Can that is
common in logics which explicitly link obligations to the choices available to the
agent, e.g., Deontic STIT logic [21] and the discussion in [43]. Related (albeit
different) proposals re detachment may be found in [5,28,38]. Our notion of
detached obligation (and also of deliberative obligation, which will be presented
in Section 5) share most similarities to the notion of instrumental obligation
from [38]. 7

With Definition 4.2 , we can obtain the expected explanations in Exam-
ple 4.1, which we now demonstrate:

Example 4.4 We extend the knowledge base KGDPR
2 from Ex. 4.1 with

the relevant 3-formulas, i.e., KGDPR
3 = KGDPR

2 ∪ {3¬l,3l,3(l ∧ ¬e),3(l ∧
e),3(¬l ∧ e),3(¬l ∧ ¬e)}. 8 We obtain the desired outcome that Γ =
⃝(e/¬l) ∧ ¬l ∧ 3l ∧ 3(¬l ∧ e) ∧ 3(¬l ∧ ¬e) explains ⃝∗

¬le. Also, we still
have that Γ = ⃝(¬e/l) ∧ ⃝l explains ⃝¬e. Hence, the conflict between FD
and DD is resolved by distinguishing two sorts of “ought”.

Our obligation operator also has a counterpart in terms of permission, which
is not its dual and is defined as follows:

Definition 4.5 M, w |= P ∗
AB iff w |= P (B/A), w |= A, w |= 3(A ∧ B),

w |= 3(A ∧ ¬B), and w |= 3¬A.

As before, P (B/A)∧A∧3(A∧B)∧3(A∧¬B)∧3¬A ↔ P ∗
AB (DetP ).

Remark 4.6 In our framework, the main purpose of the alethic modality 2

is not to detach obligations but rather to impose conditions on the model.
For instance, it can encode meaning postulates, such as, to take a well-known
example, that killing gently implies killing. In addition, it can also represent
facts that cannot be changed by the agent.

5 Deliberative obligations and permissions

The primary aim of this section is to address and correct two flaws in the
previous constructions, each at a different level:

7 According to [38], instrumental obligations tell us “what we should and can bring about
modulo obligations which are, concerning the factual premises, violated already, i.e., without
considering already violated obligations. They tell us what is the right thing to do in a certain
situation, but not what would have been the right thing to do in first place, for instance, to
avoid a sub-ideal situation in which some obligations are violated.”
8 3¬l and 3l are not strictly necessary, since they already follow from the knowledge base,
but we list them to obtain the explanation.
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Technical: The notion of detached norm cannot handle (i) a norm under con-
dition ⊤ and (ii) a specificity structure in which a more specific norm takes
precedence over a more general one.

Conceptual: the construction does not take into account the difference be-
tween the context of deliberation and the context of judgment (or evalu-
ation) [42,23]. In the former, one puts aside the moral or legal status of
the facts which are taken as settled and one must decide what to do. In
the context of judgment, one assesses the status of settled facts through
backward looking or post-eventum judgments [19, p. 157].

For the purpose of explanation, we focus on the notions of deliberative obliga-
tion and permission.

Definition 5.1 [Deliberative obligation] Given a set of sentences C called the
context, A is deliberatively obligatory iff

(i) both C ̸ �A and C ̸ �¬A and either

(iiA) C �⃝A, and there is no B s.t. C �B and C � P ∗
B¬A or

(iiB) there is a B s.t. C �B, C �⃝∗
BA, and there is no D s.t. C �D, D �B,

and C � P ∗
D¬A

Condition (i) requires that A is not already known to be true or false.
Condition (iiA) ensures that obligations under ⊤ are preserved, unless a more
specific permission to the contrary is present. Condition (iiB) requires that
C proves both B and ⃝∗

BA, while also ensuring that this obligation is not
overridden by a more specific permission to the contrary. If the overriding
norm is an obligation, in F and G ⃝∗

BA ∧ 3A → P ∗
DA, so conditions (iiA)

and (iiB) suffice. In E, this inference fails, requiring the permission to be
manually added−or (iiA) and (iiB) modified to allow for either a permission or
an obligation.

Remark 5.2 Definition 5.1 accounts for cases where there is a cascade of de-
feating obligations/permissions. For instance, for K = {⃝(B/A), ⃝(¬B/A ∧
C), ⃝(B/A∧C∧D), A,C,D}, we do obtain that B is deliberatively obligatory,
even though the norm⃝(B/A) is overridden by⃝(¬B/A∧C). This also means
that in case of a conflict of the form K = {⃝(B/A),⃝(¬B/C), A,C}, both
B and ¬B are deliberatively obligatory. There is an analogy with the treat-
ment of unresolved conflicts in non-monotonic logic, cf. [37]. In our context,
the so-called credulous approach asserts that each state of affairs is obligatory,
while the skeptical one states that only their disjunction is. The above exam-
ple with A and C shows that our definition has some elements of the credulous
approach in presence of conflicting obligations under different conditions. How-
ever, Åqvist system E also allows for non-contradictory obligations for B and
¬B under the same condition, e.g., A. In that case, our definition adopts the
skeptical approach: one is not obliged to do either.

Example 5.3 Take a version of KGDPR
3 from Example 4.4 without any fact,

i.e., KGDPR
4 = KGDPR

3 \ {¬l}. l and ¬e are deliberatively obligatory given
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C = KGDPR
4 [condition (iiA)]. If ¬l is the case, i.e., C = KGDPR

3 , only e is
deliberatively obligatory [condition (iiB)].

By combining the notion of deliberative obligation and Definition 3.1, we
obtain a notion of minimal explanation for deliberative obligations. Just re-
place, in Definition 3.1, A with “A is deliberatively obligatory” and put K = C.
Then, Definition 3.3 can be used to generate appropriate complete explanations
of deliberative obligations.

Example 5.4 Take the two versions of the knowledge base from Ex. 5.3, now
with the goal of generating explanations.

Case (i) For KGDPR
4 , i.e., without any decided fact, Γ = ⃝l explains why

l is deliberatively obligatory and Γ = ⃝l ∧ ⃝(¬e/l) explains why ¬e is
deliberatively obligatory.

Case (ii) For KGDPR
3 , with ¬l included, Γ = ⃝(e/¬l) ∧ ¬l ∧3l ∧3(¬l ∧ e) ∧

3(¬l ∧ ¬e) explains why e is deliberatively obligatory.

Turning to deliberative permission, a distinction between different notions of
permission is necessary (see, e.g., [18] for an overview), in particular weak and
strong permissions. The former are in place when there are no obligations to
the contrary that apply ([15] discusses the complexities of this notion), while
for the latter, a permission must be either explicitly present or derivable. In
our explanatory setting, strong permission is more interesting, as it allows
us to identify a subset of the knowledge base that explains why a particular
permission is active—rather than merely noting the absence of obligations, as
in the weak case. The deliberative version of strong permission is defined as:

Definition 5.5 [Deliberative strong permission] Given a set of sentences C
called the context, A is (deliberatively) strongly permitted iff

(i) both C ̸ �A and C ̸ �¬A and either

(ii) either C � PA and there is no B, s.t. C �B and C �⃝∗
B¬A or

(iii) there is a B, s.t. C �B, C � P ∗
BA, and there is no D, s.t. C �D, D �B,

and C �⃝∗
D¬A

The parallel with Definition 5.1 is that we demand that the value of A is
not yet known. Then, A is strongly permitted either when it is unconditionally
permitted and there is no condition in the context that makes the opposite
actually obligatory, or we can obtain a detached permission for A and there is
no more specific obligation to the contrary that can be detached, too.

The notion of strong permission can then be applied to our Definition 3.3
to obtain explanations of deliberative strong permissions. We replace A with
A is deliberatively strongly permitted and take K = C.

The following example provides an application of Definition 5.5.

Example 5.6 (Motor vehicle law 3) Consider the norms below, adapted
and simplified from [40], §4 Abs. 6 Z 3, 6a.

(1) Motor vehicles of length above 12,00 m are forbidden to drive,
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⃝(¬d/(>12m))

(2) Motor vehicles of length above 12,00 m but exceeding the limit by not
more than 500 mm because of aerodynamic devices are allowed to drive,
P (d/(>12m) ∧ (≤ 500mm) ∧ a)

The knowledge base is KV 3
1 = {⃝(¬d/(>12m)), P (d/(>12m)∧(≤ 500mm)∧a)},

together with the 3-formulas that we omit for simplicity. The explanations are
obtained as follows:

i In KV 3
1 or KV 3

1 ∪ {(≤ 12m)}, we do not obtain any deliberative obligation
or permission; in particular, we do not establish that d is deliberatively
strongly permitted.

ii However, arguably, a permission to drive when the vehicle’s length is below or
equal to 12,00 m can also be included in the formalization of the example,
so that we have KV 3

2 = KV 3
1 ∪ {P (d/(≤12m))}.

Case (iiA) With the vehicle’s length being compliant, i.e., KV 3
2 ∪

{(≤12m)}, and using Def. 5.5 and 3.3, we have that P (d/(≤12m))∧
(≤12m) indeed explains the deliberative strong permission of d.

Case (iiB) If the exceptional circumstance is in effect, i.e., KV 3
2 ∪{(>12m),

(≤ 500mm), a)}, we obtain that P (d/(> 12m) ∧ (≤ 500mm) ∧ a) ∧
(≤ 12m) ∧ (≤ 500mm) ∧ a explains why d is strongly permitted. As
desirable, we do not obtain an explanation of why ¬d would be delib-
eratively obligatory.

Remark 5.7 Our definitions of deliberative obligation and permission demon-
strate certain non-monotonic characteristics, particularly in cases involving
specificity and CTD scenarios. For instance, in Ex. 5.6, adding (>12m) renders
d prohibited. However, when the exceptional circumstance is also present–
namely, by including (≤ 500mm) and a–the prohibition is lifted. Similarly,
non-monotonic behavior arises in CTD scenarios, as illustrated in Ex. 5.3.

In all the examples observed so far, the explanations for the logics F and
G were identical. However, the following example demonstrates the distinct
behavior of these logics.

Example 5.8 Let us add to Example 3.4 a norm from [40], §99 Abs. 1a:

Ignoring the regulation above, in a tunnel, only low-beam headlights are
allowed, ⃝(l ∧ ¬f/t ∧ ¬v)

We interpret it as being in a tunnel, only low-beam headlights are allowed even
under bad visibility, since the norm explicitly refers to the norm from Ex. 3.4.
Also, include the relevant 3-formulas (that we omit in our representation be-
low) and take that the exceptional circumstance is in place, but also that your
low-beam headlights do not work, i.e., KV 2

2 = KV 2
1 ∪{⃝(l∧¬f/t∧¬v),¬v,¬l, t}.

First, P (¬l/¬v) follows from P (¬l∧ f/¬v). Then, in G – but not in F– given
(RM), we obtain ⃝(l∨f/¬v∧¬l). Furthermore, we get the deliberative obliga-
tion of l∨f with the explanation ⃝(l∨f/¬v)∧P (¬l∧f/¬v)∧¬v∧¬l . However,
we also obtain the deliberative obligation of ¬f because ⃝(l∧¬f/t∧¬v)∧t∧¬v.
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This shows that G represents the example as desired: due to bad visibility, the
driver is indeed obliged to l ∨ f , but also to ¬f , given that they are in the tun-
nel. But because of ¬l, they are in a situation of deontic conflict: both norms
cannot be complied with.

6 Contrastive deontic explanations

In many cases, explanations are sought not just for why something holds but
why it holds instead of an alternative. These contrastive explanations address
”Why A rather than B?” questions, where A and B represent competing al-
ternatives. In a deontic context, this contrast often involves obligations and
permissions. We explore three key cases. First, one might ask why one is
permitted to do (or achieve) A rather than obliged to perform (or achieve) B
(when A and B are not possible together). Second, the reverse question arises:
why is one obliged to do B rather than at least permitted to do A? Finally,
given two obligations, ⃝(B/A) and ⃝(D/C), one might inquire why one is,
deliberatively speaking, under the obligation to do B rather than under the
obligation to do D. Our definition below focuses on facts as explananda.

Definition 6.1 [Contrastive deontic explanation] Given a knowledge base K,
fact C rather than fact D explains why one is obliged (resp. (strongly) permit-
ted) to do A rather than (strongly) permitted (resp. obliged) to do B iff:

(i) K �⃝∗
CA (resp. P ∗

CA) and

(ii) K � ¬3(A ∧B) and

(iii) K � P (B/D) (resp. K �⃝(B/D)) and either K ̸ �D or C �D.

The definition covers the cases mentioned above. It outputs a difference-
making pair of facts that are in a counterfactual relationship: one triggers
certain norms, while the other leads to different norms. In E we face the same
problem as for point (iii) in Def. 5.1: if we demand a permission to be derived,
we have to either manually add it for each obligation (given that D* does not
hold) or change point (iii) in Def. 6.1.

Remark 6.2 A related notion of contrastive deontic explanation is in [44],
covering the two key cases: CTDs and specificity. Indeed, (iii) tells us that, if
the KB entails e.g., an obligation ⃝(B/D) potentially overriding the permis-
sion, then either this obligation is not triggered (K ̸ �D) or it is more general
(C�D). This will be the case in case (ii) of Example 6.3 below. We do not con-
sider the case of a contrast between two permissions, however. This is because
one can be permitted to do both A and B, even if they are incompatible.

We now illustrate two contrastive cases with an example.

Example 6.3 Consider the case presented in Example 5.6.

Case (i) KV 3
1 ∪ {(> 12m)}. (> 12m) rather than (> 12m) ∧ (≤ 500mm) ∧ a

explains why one is obliged to ¬d rather than strongly permitted to d.

Case (ii) KV 3
1 ∪ {(>12m), (≤ 500mm), a}. (> 12m) ∧ (≤500mm) ∧ a rather

than (>12m) explains why d is strongly permitted rather than forbidden.
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Remark 6.4 Also contrastive explanations have some non-monotonicity fea-
tures, cf. Rem. 5.7. This can be seen by comparing cases (i) and (ii) in Ex. 6.3:
adding a fact results in the retraction of a conclusion about an explanandum.

7 Norms and normality

To demonstrate the flexibility of our framework, we present an example involv-
ing a generalized quantifier “most.” To handle these, we adopt the extension
of Åqvist’s systems from [29], incorporating a normality conditional ⇒. The
expression A ⇒ B is interpreted as “If A, then normally B”. Explanations fre-
quently arise from the interplay between normative and normality statements.
To achieve this, we adapt our framework to work with the semantic construc-
tion in [29] (see Appendix 8 for a summary). We illustrate the construction
with an example, which incorporates a specificity structure of a kind that that
cannot be accounted in Åqvists’s systems, and most existing accounts. Note
that normality conditionals count as facts in our framework, given that they are
non-deontic formulas. That way, explanations can now also include statements
about normality.

The example below adapts and simplifies a case in the Court of Justice of
the European Union’s ruling [39], involving a dispute between Germany and
Austria. Austria argued that Germany violated the EU obligation to treat all
European citizens equally by requiring vignettes while simultaneously granting
a tax benefit of the same amount exclusively for owners of vehicles registered in
Germany—who are predominantly German. In our formalization, we primarily
reference Sect. 3.3 and §38-42 and §47-52 of the judgment, focusing solely on
“the first ground of complaint” outlined in the ruling.

Example 7.1 (Highway) Consider the following sentences, where t, u, r, g
stand for: paying a toll, using the highway, having a car registered in Germany,
and being of German nationality, respectively:

(i) Users of highways should pay a toll: ⃝(t/u);

(ii) Users of highways having their car registered in Germany may not pay a
toll: P (¬t/u ∧ r);

(iii) Most people having their car registered in Germany are German, r ⇒ g;

(iv) Most people not having their car registered in Germany are non-German,
¬r ⇒ ¬g.

In the (extended) system, we will derive, as the court does:

(v) Normally, only non-German (users) are obliged to pay a toll, while German
(users) are permitted not to: ⃝(t/u ∧ ¬g) ∧ P (¬t/u ∧ g).

This represents, the court argues, indirect discrimination based on nationality.

We first describe, using the example, how the logic defined in [29] works. In
modal logic, the (local) semantic consequence relation preserves truth within



Ciabattoni, Istenič Urh and Parent 15

<latexit sha1_base64="adJTY6jTSGcqMGrEfVhIPNGql0A=">AAAB8nicbZC7TsMwFIadcivlVmBksaiQmKqkQ2FgqMTCWCR6kdKoctyT1qpjR7aDqKI+BgsDCLHyNGy8DU6bAVp+ydKn/5wjn/OHCWfauO63U9rY3NreKe9W9vYPDo+qxyddLVNFoUMll6ofEg2cCegYZjj0EwUkDjn0wultXu89gtJMigczSyCIyViwiFFirOXDE4UkJ8KH1ZpbdxfC6+AVUEOF2sPq12AkaRqDMJQTrX3PTUyQEWUY5TCvDFINCaFTMgbfoiAx6CBbrDzHF9YZ4Ugq+4TBC/f3REZirWdxaDtjYiZ6tZab/9X81ETXQcZEkhoQdPlRlHJsJM7vxyOmgBo+s0CoYnZXTCdEEWpsShUbgrd68jp0G3WvWW/eN2qtmyKOMjpD5+gSeegKtdAdaqMOokiiZ/SK3hzjvDjvzseyteQUM6foj5zPH7a+kYc=</latexit>

exceptional
<latexit sha1_base64="4+/9YStVVRiiHKbyoxeTzzgv5aE=">AAAB7XicbVC7SgNBFL0bXzG+opY2g0GwCrspooVFwMYygnlAsoTZyWwyZh7LzKwQlvyDjYUitv6PnX/jJNlCEw9cOJxzL/feEyWcGev7315hY3Nre6e4W9rbPzg8Kh+ftI1KNaEtorjS3QgbypmkLcssp91EUywiTjvR5Hbud56oNkzJBztNaCjwSLKYEWyd1JZKC8wH5Ypf9RdA6yTISQVyNAflr/5QkVRQaQnHxvQCP7FhhrVlhNNZqZ8ammAywSPac1RiQU2YLa6doQunDFGstCtp0UL9PZFhYcxURK5TYDs2q95c/M/rpTa+DjMmk9RSSZaL4pQjq9D8dTRkmhLLp45gopm7FZEx1phYF1DJhRCsvrxO2rVqUK/W72uVxk0eRxHO4BwuIYAraMAdNKEFBB7hGV7hzVPei/fufSxbC14+cwp/4H3+AMhYj0I=</latexit>

normal

<latexit sha1_base64="tgAm2KekhkTSqnqP665zijOCKHU=">AAAB63icbVA9SwNBEJ2LXzF+RS1tFoNgFe5SRAuLgI1lBJMIyRH29jbJkv04dveEcOQv2FgoYusfsvPfuJdcoYkPBh7vzTAzL0o4M9b3v73SxubW9k55t7K3f3B4VD0+6RqVakI7RHGlHyNsKGeSdiyznD4mmmIRcdqLpre533ui2jAlH+wsoaHAY8lGjGCbS2Ol4mG15tf9BdA6CQpSgwLtYfVrECuSCiot4diYfuAnNsywtoxwOq8MUkMTTKZ4TPuOSiyoCbPFrXN04ZQYjZR2JS1aqL8nMiyMmYnIdQpsJ2bVy8X/vH5qR9dhxmSSWirJctEo5cgqlD+OYqYpsXzmCCaauVsRmWCNiXXxVFwIwerL66TbqAfNevO+UWvdFHGU4QzO4RICuIIW3EEbOkBgAs/wCm+e8F68d+9j2VryiplT+APv8wcnAo5O</latexit>

good
<latexit sha1_base64="rfZ68Rrkdk70TCS8+3O4r+1ox5U=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5SRAuLgI1lRPMByRH29uaSJXt7x+6eEEJ+go2FIrb+Ijv/jZvkCk18MPB4b4aZeUEquDau++0UNja3tneKu6W9/YPDo/LxSVsnmWLYYolIVDegGgWX2DLcCOymCmkcCOwE49u533lCpXkiH80kRT+mQ8kjzqix0kNAw0G54lbdBcg68XJSgRzNQfmrHyYsi1EaJqjWPc9NjT+lynAmcFbqZxpTysZ0iD1LJY1R+9PFqTNyYZWQRImyJQ1ZqL8npjTWehIHtjOmZqRXvbn4n9fLTHTtT7lMM4OSLRdFmSAmIfO/ScgVMiMmllCmuL2VsBFVlBmbTsmG4K2+vE7atapXr9bva5XGTR5HEc7gHC7BgytowB00oQUMhvAMr/DmCOfFeXc+lq0FJ585hT9wPn8AO6aNwg==</latexit>

bad

<latexit sha1_base64="UmI96xYmJCUs+NagtoDuu24zlls=">AAAB+XicdVDLSsNAFJ34rPUVdelmsAiuSlIktuCi4MZlBfuANpTJdNoOnUzCzE2hhPyJGxeKuPVP3Pk3TtIKKnrgcg/n3MvcOUEsuAbH+bDW1jc2t7ZLO+Xdvf2DQ/vouKOjRFHWppGIVC8gmgkuWRs4CNaLFSNhIFg3mN3kfnfOlOaRvIdFzPyQTCQfc0rASEPbTmAQEJWqrGiTbGhXnKpj4Hk4J27dcQ1pNOq1WgO7heU4FbRCa2i/D0YRTUImgQqidd91YvBTooBTwbLyINEsJnRGJqxvqCQh035aXJ7hc6OM8DhSpiTgQv2+kZJQ60UYmMmQwFT/9nLxL6+fwLjup1zGCTBJlw+NE4EhwnkMeMQVoyAWhhCquLkV0ylRhIIJq2xC+Pop/p90alXXq3p3l5Xm9SqOEjpFZ+gCuegKNdEtaqE2omiOHtATerZS69F6sV6Xo2vWaucE/YD19gm4JJRh</latexit>

utr̄ḡ
<latexit sha1_base64="L3sk9TNxMBaEfU5gG9uu5t8hBsw=">AAAB+XicbZC7SgNBFIbPxluMt1VLm8EgWIVdkWhhEbCxjGAukCxhdjKbDJm9MHM2EJa8iY2FIra+iZ1v42SzhSb+MPDxn3M4Z34/kUKj43xbpY3Nre2d8m5lb//g8Mg+PmnrOFWMt1gsY9X1qeZSRLyFAiXvJorT0Je840/uF/XOlCst4ugJZwn3QjqKRCAYRWMNbLvvU5Wlc1Q5jOYDu+rUnFxkHdwCqlCoObC/+sOYpSGPkEmqdc91EvQyqlAwyeeVfqp5QtmEjnjPYERDrr0sv3xOLowzJEGszIuQ5O7viYyGWs9C33SGFMd6tbYw/6v1UgxuvUxESYo8YstFQSoJxmQRAxkKxRnKmQHKlDC3EjamijI0YVVMCO7ql9ehfVVz67X643W1cVfEUYYzOIdLcOEGGvAATWgBgyk8wyu8WZn1Yr1bH8vWklXMnMIfWZ8/YH6UJA==</latexit>

ūtrḡ
<latexit sha1_base64="LiqCBaB0vhk4iJR/Wt740q5a/hQ=">AAAB+XicbVDLSgNBEOyNrxhfqx69DAbBU9gViR48BLx4jGAekCxhdjKbDJl9MNMbCEv+xIsHRbz6J978GyebPWhiQdNFVTfTU34ihUbH+bZKG5tb2zvl3cre/sHhkX180tZxqhhvsVjGqutTzaWIeAsFSt5NFKehL3nHn9wv/M6UKy3i6AlnCfdCOopEIBhFIw1su+9TlaVzzLuajwZ21ak5Ocg6cQtShQLNgf3VH8YsDXmETFKte66ToJdRhYJJPq/0U80TyiZ0xHuGRjTk2svyy+fkwihDEsTKVIQkV39vZDTUehb6ZjKkONar3kL8z+ulGNx6mYiSFHnElg8FqSQYk0UMZCgUZyhnhlCmhLmVsDFVlKEJq2JCcFe/vE7aVzW3Xqs/Xlcbd0UcZTiDc7gEF26gAQ/QhBYwmMIzvMKblVkv1rv1sRwtWcXOKfyB9fkDYGaUJA==</latexit>

ūtr̄g

<latexit sha1_base64="C1wZHR5v1p7zE82aMCVHQqN/zmc=">AAACBXicbVDLSsNAFL2pr1pfUZe6GCyCq5KIVBcuCm5cVrAPaEOZTCft0MkkzEyEErpx46+4caGIW//BnX/jNMlCWy8M53DOvdy5x485U9pxvq3Syura+kZ5s7K1vbO7Z+8ftFWUSEJbJOKR7PpYUc4EbWmmOe3GkuLQ57TjT27mfueBSsUica+nMfVCPBIsYARrIw3s476PZZrMMtA5yBxGs4FddWpOVmiZuAWpQlHNgf3VH0YkCanQhGOleq4Tay/FUjPC6azSTxSNMZngEe0ZKnBIlZdmV8zQqVGGKIikeUKjTP09keJQqWnom84Q67Fa9Obif14v0cGVlzIRJ5oKki8KEo50hOaRoCGTlGg+NQQTycxfERljiYk2wVVMCO7iycukfV5z67X63UW1cV3EUYYjOIEzcOESGnALTWgBgUd4hld4s56sF+vd+shbS1Yxcwh/yvr8ATrzma4=</latexit>

ūt̄r̄ḡ
<latexit sha1_base64="Hr9o8v4w5VK85Y5JipFEInckS3A=">AAAB+XicbVDLSgNBEOyNrxhfqx69DAbBU9gViR48BLx4jGAekCxhdjKbDJl9MNMbCEv+xIsHRbz6J978GyebPWhiQdNFVTfTU34ihUbH+bZKG5tb2zvl3cre/sHhkX180tZxqhhvsVjGqutTzaWIeAsFSt5NFKehL3nHn9wv/M6UKy3i6AlnCfdCOopEIBhFIw1su+9TlaXzvOFcjQZ21ak5Ocg6cQtShQLNgf3VH8YsDXmETFKte66ToJdRhYJJPq/0U80TyiZ0xHuGRjTk2svyy+fkwihDEsTKVIQkV39vZDTUehb6ZjKkONar3kL8z+ulGNx6mYiSFHnElg8FqSQYk0UMZCgUZyhnhlCmhLmVsDFVlKEJq2JCcFe/vE7aVzW3Xqs/Xlcbd0UcZTiDc7gEF26gAQ/QhBYwmMIzvMKblVkv1rv1sRwtWcXOKfyB9fkDYDmUJA==</latexit>

ūt̄rg

<latexit sha1_base64="PGAktSM5pBSjdNF72yy5VixpiJo=">AAAB/3icbVDLSsNAFL2pr1pfUcGNm8EiuCqJSHXhouDGZQX7gDaUyXTSDp1MwsxEKDELf8WNC0Xc+hvu/BunaRbaemC4h3Pu5d45fsyZ0o7zbZVWVtfWN8qbla3tnd09e/+graJEEtoiEY9k18eKciZoSzPNaTeWFIc+px1/cjPzOw9UKhaJez2NqRfikWABI1gbaWAf9X0s0yTTeZVZXkbZwK46NScHWiZuQapQoDmwv/rDiCQhFZpwrFTPdWLtpVhqRjjNKv1E0RiTCR7RnqECh1R5aX5/hk6NMkRBJM0TGuXq74kUh0pNQ990hliP1aI3E//zeokOrryUiTjRVJD5oiDhSEdoFgYaMkmJ5lNDMJHM3IrIGEtMtImsYkJwF7+8TNrnNbdeq99dVBvXRRxlOIYTOAMXLqEBt9CEFhB4hGd4hTfryXqx3q2PeWvJKmYO4Q+szx9GEJbp</latexit>

ūtr̄ḡ
<latexit sha1_base64="0c4G9U7PpL59ArHs7U0fRKG19Yk=">AAAB63icdVDLSgMxFM34rPVVdekmWARXQ6basQUXBTcuK9gHtEPJpJk2NMkMSUYoQ3/BjQtF3PpD7vwbM20FFT1w4XDOvdx7T5hwpg1CH87K6tr6xmZhq7i9s7u3Xzo4bOs4VYS2SMxj1Q2xppxJ2jLMcNpNFMUi5LQTTq5zv3NPlWaxvDPThAYCjySLGMEml1KjRoNSGbnIr9ZRHSK3irzanCDk1yrn0LMkRxks0RyU3vvDmKSCSkM41rrnocQEGVaGEU5nxX6qaYLJBI9oz1KJBdVBNr91Bk+tMoRRrGxJA+fq94kMC62nIrSdApux/u3l4l9eLzVRLciYTFJDJVksilIOTQzzx+GQKUoMn1qCiWL2VkjGWGFibDxFG8LXp/B/0q64nu/6txflxtUyjgI4BifgDHjgEjTADWiCFiBgDB7AE3h2hPPovDivi9YVZzlzBH7AefsEtLCOsA==</latexit>

utrg
<latexit sha1_base64="oguu/ib8WFbvgR1On+9ocQFUxZM=">AAAB8XicdVDLSgNBEOyNrxhfUY9eBoPgaZlN3BjBQ8CLxwjmgUkIs5NJMmR2dpmZFcKSv/DiQRGv/o03/8bJQ1DRgoaiqpvuriAWXBuMP5zMyura+kZ2M7e1vbO7l98/aOgoUZTVaSQi1QqIZoJLVjfcCNaKFSNhIFgzGF/N/OY9U5pH8tZMYtYNyVDyAafEWOku6QREpWaqhr18Abu47JcufIRdH3uV4owUfQ/jEvJcPEcBlqj18u+dfkSTkElDBdG67eHYdFOiDKeCTXOdRLOY0DEZsralkoRMd9P5xVN0YpU+GkTKljRorn6fSEmo9SQMbGdIzEj/9mbiX147MYNKN+UyTgyTdLFokAhkIjR7H/W5YtSIiSWEKm5vRXREFKHGhpSzIXx9iv4njaLrld3yzVmhermMIwtHcAyn4ME5VOEaalAHChIe4AmeHe08Oi/O66I14yxnDuEHnLdPasqRag==</latexit>

ut̄rg
<latexit sha1_base64="5mpsmAvtb+Z3spz0UzC5FIJw3mk=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EooVFwMYygvnA5Ah7m71kyd7esTsnhCP/wsZCEVv/jZ3/xk1yhSY+GHi8N8PMvCCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9nfvuJayNi9YCThPsRHSoRCkbRSo+9gOosnaIe9ssVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyaamXGp5QNqZD3rVU0YgbP5tfPCVnVhmQMNa2FJK5+nsio5ExkyiwnRHFkVn2ZuJ/XjfF8NrPhEpS5IotFoWpJBiT2ftkIDRnKCeWUKaFvZWwEdWUoQ2pZEPwll9eJa2Lqler1u4vK/WbPI4inMApnIMHV1CHO2hAExgoeIZXeHOM8+K8Ox+L1oKTzxzDHzifPxM4kS4=</latexit>

ūtrg

<latexit sha1_base64="vMbKFUP3s9aWx0puOtSxUrI2rbs=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EooVFwMYygvnA5Ah7m71kyd7esTsnhCP/wsZCEVv/jZ3/xk1yhSY+GHi8N8PMvCCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9nfvuJayNi9YCThPsRHSoRCkbRSo8p6l5AdTac9ssVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyaamXGp5QNqZD3rVU0YgbP5tfPCVnVhmQMNa2FJK5+nsio5ExkyiwnRHFkVn2ZuJ/XjfF8NrPhEpS5IotFoWpJBiT2ftkIDRnKCeWUKaFvZWwEdWUoQ2pZEPwll9eJa2Lqler1u4vK/WbPI4inMApnIMHV1CHO2hAExgoeIZXeHOM8+K8Ox+L1oKTzxzDHzifPxOxkS4=</latexit>

utrḡ
<latexit sha1_base64="Ydc3pDR2UFdFZzqXstMvom9TY5A=">AAAB8XicbVA9SwNBEJ2LXzF+RS1tFoNgFe5EooVFwMYygvnA5Ah7m71kyd7esTsnhCP/wsZCEVv/jZ3/xk1yhSY+GHi8N8PMvCCRwqDrfjuFtfWNza3idmlnd2//oHx41DJxqhlvsljGuhNQw6VQvIkCJe8kmtMokLwdjG9nfvuJayNi9YCThPsRHSoRCkbRSo8p9gKqMz0d9ssVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/YxqFEzyaamXGp5QNqZD3rVU0YgbP5tfPCVnVhmQMNa2FJK5+nsio5ExkyiwnRHFkVn2ZuJ/XjfF8NrPhEpS5IotFoWpJBiT2ftkIDRnKCeWUKaFvZWwEdWUoQ2pZEPwll9eJa2Lqler1u4vK/WbPI4inMApnIMHV1CHO2hAExgoeIZXeHOM8+K8Ox+L1oKTzxzDHzifPxOZkS4=</latexit>

utr̄g

<latexit sha1_base64="arXNIYLyiIOabTI7T+V7FHrHDCw=">AAAB/3icbVDLSsNAFL2pr1pfUcGNm8EiuCqJSHXhouDGZQX7gDaUyXTSDp1MwsxEKDELf8WNC0Xc+hvu/BunaRbaemC4h3Pu5d45fsyZ0o7zbZVWVtfWN8qbla3tnd09e/+graJEEtoiEY9k18eKciZoSzPNaTeWFIc+px1/cjPzOw9UKhaJez2NqRfikWABI1gbaWAf9X0s0yTLi85kXkfZwK46NScHWiZuQapQoDmwv/rDiCQhFZpwrFTPdWLtpVhqRjjNKv1E0RiTCR7RnqECh1R5aX5/hk6NMkRBJM0TGuXq74kUh0pNQ990hliP1aI3E//zeokOrryUiTjRVJD5oiDhSEdoFgYaMkmJ5lNDMJHM3IrIGEtMtImsYkJwF7+8TNrnNbdeq99dVBvXRRxlOIYTOAMXLqEBt9CEFhB4hGd4hTfryXqx3q2PeWvJKmYO4Q+szx9F45bp</latexit>

ūt̄rḡ
<latexit sha1_base64="iJNNXMWSlgzax8HR2yypQmFQ41c=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEpLpwUXDjsoJ9QBvKZDpph04mYeZGKDELf8WNC0Xc+hvu/BunaRbaemC4h3Pu5d45fiy4Bsf5tkorq2vrG+XNytb2zu6evX/Q1lGiKGvRSESq6xPNBJesBRwE68aKkdAXrONPbmZ+54EpzSN5D9OYeSEZSR5wSsBIA/uo7xOVJlleYF5UNhrYVafm5MDLxC1IFRVoDuyv/jCiScgkUEG07rlODF5KFHAqWFbpJ5rFhE7IiPUMlSRk2kvz+zN8apQhDiJlngScq78nUhJqPQ190xkSGOtFbyb+5/USCK68lMs4ASbpfFGQCAwRnoWBh1wxCmJqCKGKm1sxHRNFKJjIKiYEd/HLy6R9XnPrtfrdRbVxXcRRRsfoBJ0hF12iBrpFTdRCFD2iZ/SK3qwn68V6tz7mrSWrmDlEf2B9/gBFy5bp</latexit>

ūt̄r̄g

<latexit sha1_base64="QpW+r2r8pYwWh6dKH9dPSOsVFuk=">AAAB+XicbVDLSgNBEOyNrxhfqx69DAbBU9gViR48BLx4jGAekCxhdjKbDJl9MNMbCEv+xIsHRbz6J978GyebPWhiQdNFVTfTU34ihUbH+bZKG5tb2zvl3cre/sHhkX180tZxqhhvsVjGqutTzaWIeAsFSt5NFKehL3nHn9wv/M6UKy3i6AlnCfdCOopEIBhFIw1sO+37VGU4z5uajwZ21ak5Ocg6cQtShQLNgf3VH8YsDXmETFKte66ToJdRhYJJPq/0U80TyiZ0xHuGRjTk2svyy+fkwihDEsTKVIQkV39vZDTUehb6ZjKkONar3kL8z+ulGNx6mYiSFHnElg8FqSQYk0UMZCgUZyhnhlCmhLmVsDFVlKEJq2JCcFe/vE7aVzW3Xqs/Xlcbd0UcZTiDc7gEF26gAQ/QhBYwmMIzvMKblVkv1rv1sRwtWcXOKfyB9fkDYJqUJA==</latexit>

ut̄r̄g
<latexit sha1_base64="W3NO4fAMpNDuV0UUp0s5R/DMJME=">AAAB/3icdVDLSgMxFM34rPU1KrhxEyyCq5IpMrbgouDGZQX7gHYomTTThmYyQ5IRyjgLf8WNC0Xc+hvu/Bsz0woqeiDcwzn3cm+OH3OmNEIf1tLyyuraemmjvLm1vbNr7+13VJRIQtsk4pHs+VhRzgRta6Y57cWS4tDntOtPL3O/e0ulYpG40bOYeiEeCxYwgrWRhvZhMvCxTHVWFDkv42xoV1AVGbguzIlTR44hjUa9VmtAp7AQqoAFWkP7fTCKSBJSoQnHSvUdFGsvxVIzwmlWHiSKxphM8Zj2DRU4pMpLi/szeGKUEQwiaZ7QsFC/T6Q4VGoW+qYzxHqifnu5+JfXT3RQ91Im4kRTQeaLgoRDHcE8DDhikhLNZ4ZgIpm5FZIJlphoE1nZhPD1U/g/6dSqjlt1r88qzYtFHCVwBI7BKXDAOWiCK9ACbUDAHXgAT+DZurcerRfrdd66ZC1mDsAPWG+fnYmXJg==</latexit>

ut̄r̄ḡ

<latexit sha1_base64="tgAm2KekhkTSqnqP665zijOCKHU=">AAAB63icbVA9SwNBEJ2LXzF+RS1tFoNgFe5SRAuLgI1lBJMIyRH29jbJkv04dveEcOQv2FgoYusfsvPfuJdcoYkPBh7vzTAzL0o4M9b3v73SxubW9k55t7K3f3B4VD0+6RqVakI7RHGlHyNsKGeSdiyznD4mmmIRcdqLpre533ui2jAlH+wsoaHAY8lGjGCbS2Ol4mG15tf9BdA6CQpSgwLtYfVrECuSCiot4diYfuAnNsywtoxwOq8MUkMTTKZ4TPuOSiyoCbPFrXN04ZQYjZR2JS1aqL8nMiyMmYnIdQpsJ2bVy8X/vH5qR9dhxmSSWirJctEo5cgqlD+OYqYpsXzmCCaauVsRmWCNiXXxVFwIwerL66TbqAfNevO+UWvdFHGU4QzO4RICuIIW3EEbOkBgAs/wCm+e8F68d+9j2VryiplT+APv8wcnAo5O</latexit>

good
<latexit sha1_base64="rfZ68Rrkdk70TCS8+3O4r+1ox5U=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoNgFe5SRAuLgI1lRPMByRH29uaSJXt7x+6eEEJ+go2FIrb+Ijv/jZvkCk18MPB4b4aZeUEquDau++0UNja3tneKu6W9/YPDo/LxSVsnmWLYYolIVDegGgWX2DLcCOymCmkcCOwE49u533lCpXkiH80kRT+mQ8kjzqix0kNAw0G54lbdBcg68XJSgRzNQfmrHyYsi1EaJqjWPc9NjT+lynAmcFbqZxpTysZ0iD1LJY1R+9PFqTNyYZWQRImyJQ1ZqL8npjTWehIHtjOmZqRXvbn4n9fLTHTtT7lMM4OSLRdFmSAmIfO/ScgVMiMmllCmuL2VsBFVlBmbTsmG4K2+vE7atapXr9bva5XGTR5HEc7gHC7BgytowB00oQUMhvAMr/DmCOfFeXc+lq0FJ585hT9wPn8AO6aNwg==</latexit>

bad

<latexit sha1_base64="qaIVXklKJoxAwzwmO8U9JSVzkCU=">AAAB+XicbVDLSgNBEOyNrxhfqx69DAbBU9gViR48BLx4jGAekCxhdjKbDJl9MNMbCEv+xIsHRbz6J978GyebPWhiQdNFVTfTU34ihUbH+bZKG5tb2zvl3cre/sHhkX180tZxqhhvsVjGqutTzaWIeAsFSt5NFKehL3nHn9wv/M6UKy3i6AlnCfdCOopEIBhFIw1sO+37VGU4V3kfzQd21ak5Ocg6cQtShQLNgf3VH8YsDXmETFKte66ToJdRhYJJPq/0U80TyiZ0xHuGRjTk2svyy+fkwihDEsTKVIQkV39vZDTUehb6ZjKkONar3kL8z+ulGNx6mYiSFHnElg8FqSQYk0UMZCgUZyhnhlCmhLmVsDFVlKEJq2JCcFe/vE7aVzW3Xqs/Xlcbd0UcZTiDc7gEF26gAQ/QhBYwmMIzvMKblVkv1rv1sRwtWcXOKfyB9fkDYLKUJA==</latexit>

ut̄rḡ

Fig. 1. Model M “induced” by (i)-(iv). Colors indicate the worlds relevant for the
truth of (v). A propositional letter with a bar above it represents its negation.

a specific world. However, not just any model suffices—the ranking of the re-
quired model is further constrained by the conditionals in the premises, namely
(i)-(iv). Figure 1 shows this model, we call it M. First, the possible worlds
have been ranked based on how well they comply with the normality condi-
tionals (iii) and (iv). The boxes denote the resulting equivalence classes in
the normality ordering. The box on the left shows the “normal” or typical
worlds, while the box on the right shows the “exceptional” or atypical worlds.
In these exceptional worlds, for instance, German natives do not have their car
registered in Germany, because they do not live in their home country. These
worlds are exceptional, because most of the German natives do live in their
home country, and so they have their car registered there. Within each cluster,
the worlds have been ordered based how well they comply with the obligations
(i) and (ii).

Note that in itself the ideality ranking is independent of the normality rank-
ing. The normality dimension plays a role only when evaluating an obligation.
In models of this sort, roughly speaking ⃝(B/A) (resp. P (B/A)) holds true,
whenever the most normal A ∧ B-world is strictly better than (resp. at least
as good as) the most normal A ∧ ¬B-world. One can see that ⃝(t/u ∧ ¬g),
because the most normal u ∧ ¬g ∧ t is strictly better than the most normal
u ∧ ¬g ∧ ¬t (they are both highlighted in blue). We also have P (¬t/u ∧ g),
because the most normal u ∧ g ∧ ¬t is at least as good as the most normal
u ∧ g ∧ t (they are both highlighted in green). Exceptional worlds that satisfy
such conjunctions are, in a crucial way, disregarded.

Let KH
1 be {⃝(t/u), P (¬t/u∧r), r ⇒ g,¬r ⇒ ¬g,3¬u,3(u∧r∧¬t),3(u∧

r∧ t)}. Observe that KH
1 �⃝(t/u∧¬g)∧P (¬t/u∧ g), i.e. (v), where here and

below � stands for the consequence relation ⊩ from [29] (see Appendix 8).
We can now provide contrastive explanations that align with the court’s rea-

soning (for conciseness, we omit the adjectives “deliberatively” and “strongly”):

(1) KH
1 ∪ {u, g}, i.e., German users are considered. In this case u ∧ g rather
than u ∧ ¬g explains why ¬t is permitted instead of t obligatory.
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(2) KH
1 ∪ {u,¬g}, i.e., non-German users are considered. Now u ∧ ¬g rather
than u ∧ g explains why t is obligatory rather than ¬t permitted.

To see the unique aspect of the specificity structure presented in this scenario,
it is essential to look at it from a rule-based perspective, where one builds
the extension by a (possibly controlled) step-by-step application of triggered
rules. 9 It is striking that in case (1) the antecedent of (ii) is not (classically)
entailed by the facts in KH

3 , and so strictly speaking the overriding norm (ii)
is not “triggered” by the input.

From the court’s perspective, these two explanations together form the basis
for indirect discrimination: although norms (i) and (ii) do not explicitly tar-
get nationality, their effect is similar—being (or not being) German influences
whether a particular norm applies.

8 Conclusion and future work

This paper presented a framework for deontic explanations that effectively han-
dles violations and exceptions, and also provides the flexibility to accommodate
various deontic logics. It has been implemented using Åqvist’s dyadic deontic
systems E, F, and G, and validated through several legal examples. Some
limitations of the original systems were identified, leading to extending them.
Future work includes:

(i) to investigate the logical properties of the newly introduced operators

(ii) to test the framework on a wider set of examples

(iii) to compare the framework on different logics

(iv) to investigate its suitability for counterfactual explanations

(v) to investigate the possibility of reintroducing SFD, and compare the two
approaches

Ad (iii). The framework has fruitfully been used to show the differences in
explanatory power between E, F, and G. We would like to investigate if it can
be used to differentiate Åqvist’s systems and other mainstream systems, like
the input/output logic of [26].

Ad (iv). Since Pearl [33], counterfactual explanations (identifying input
changes that alter outcomes) have become a common approach to explaining
decisions made by AI systems. An example of a counterfactual explanation
is: If I had a permanent job, my loan would have been approved. Sometimes,
the focus shifts from factual changes to required obligations. Our notion of
contrastive explanation already includes a counterfactual element, warranting
further study on its link to AI explanations.

Ad (v). Many see SFD as the proper detachment principle for CTD scenar-
ios. The idea is to make the knowledge base updatable on the fly, using tools
from belief revision.

9 This is the standard approach in the area of nonmonotonic reasoning, called the “incre-
ment” approach in [25,30].
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Appendix

The material below is taken from [29]. We describe it to make the paper self-
contained. The generic term ‘rule’ is used to refer to a conditional obligation
and a conditional statement of normality, interchangeably. The symbol r is
utilized to denote either of these without distinction. h(r) is the head (con-
sequent) of the rule and b(r) is its body (antecedent). R denotes a finite set
of rules. This is the normative code, supplemented with normality statements.
R⇒ is the subset of rules of the ⇒-type, and RO is the subset of rules of the
⃝-type. Any P (B/A) ∈ RO is short for ⃝(B/A ∧B).

Definition 8.1 Given r, r′ ∈ R⇒, and a set C of background assumptions, we
say that r overrides r′ (notation: r ▷ r′) whenever

(i) h(r), h(r′), C ⊢ ⊥ (the heads of the rules are inconsistent)

(ii) b(r) ⊢ b(r′) and b(r′) ̸⊢ b(r) (r is more specific than r′)

For r, r′ ∈ RO, we add the following extra condition:

(iii) h(r), b(r′) ̸⊢ ⊥ (r′ is not a CTD of r).

The account in [29] uses Lehmann [22]’s lexicographic ordering for normal-
ity. For simplicity’s sake, we use a simpler version, where the level of specificity
among normality conditionals does not matter. It has no bearing on the treat-
ment of the example.

Below, V⇒(w,R) and Vo(w,R) gather the set of normality conditionals and
deontic conditionals violated by w, respectively.

Definition 8.2 [Violation sets 1] Set

V⇒(w,R) ={r ∈ R⇒ : w |= b(r) ∧ ¬h(r)}
Vo(w,R) ={r ∈ RO : w |= b(r) ∧ ¬h(r) and w ̸|= b(r′)

∀r′ ∈ RO s.t. r′ ▷ r}

The basic idea of the construction is to impose more structure on the model
using the conditionals in R. An R-ordered model has the form

M = (W,⪰N ,⪰I , v)

whereW is a (non-empty) set of possible worlds, ⪰N and ⪰I denote a normality
and ideality ordering of the possible worlds, and v a valuation function assigning
to each possible world the set of atomic propositions true in this world. “w ⪰N

v” is read as “w is at least as normal as v”, and “w ⪰I v” is read as “w is
at least as good (or ideal) as v”. They are defined as in Def. 8.3 and 8.4,
respectively. Given X ⊆ W , max⪰N

(X) is the set of maximal elements of X
under ⪰N .
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Definition 8.3 [Levels of normality] For a set R of rules, and w1, w2 ∈ W ,
set:

w1 ⪰N w2 iff V⇒(w1,R) ⊆ V⇒(w2,R) (1)

max
1

=max
⪰N

(W ) (2)

max
i

=max
⪰N

(W −
i−1⋃
k=1

max
k

) (3)

Definition 8.4 [Ideality] For a set R of rules, and w1, w2 ∈ W , set:

w1 ⪰I w2 iff: Vo(w1,R) ⊆ Vo(w2,R) (4)

Definition 8.5 U ⪰s
I V (reading: U is at least as good as V , the superscript

s is for “set”) whenever for all v ∈ V there is some u ∈ U s.t. u ⪰I v. U ≻s
I V

is a shorthand for V ̸⪰s
I U .

Intuitively, A ⇒ B holds in w if all the most normal A-worlds are B-worlds.
And ⃝(B/A) (resp. P (B/A)) holds if the set of most normal A ∧ B-worlds
is strictly better than (resp. “at least as good as”) the set of most normal
A ∧ ¬B-worlds. Formally:

Definition 8.6 [Truth-conditions]

M,w |= A ⇒ B iff max
⪰N

(∥A∥) ⊆ ∥B∥ (5)

M,w |= ⃝(B/A) iff max
⪰N

(∥A ∧B∥) ≻s
I max

⪰N

(∥A ∧ ¬B∥) (6)

M,w |= P (B/A) iff max
⪰N

(∥A ∧B∥) ⪰s
I max

⪰N

(∥A ∧ ¬B∥) (7)

where ∥A∥ is the truth-set of A, viz. the set of worlds where A holds.

The consequence relation preserves truth-in-a-world from the premises to a
conclusion, but in models whose ordering is obtained as described above. (This
version slightly simplifies the definition found in [29].)

Definition 8.7 [Consequence] Where R ⊆ Γ, Γ ⊩ A iff Γ |=C(R) A, where
C(R) denotes the class of R-ordered models.
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