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Abstract

There are several well known possibilities which constrained clauses (= c-clauses,

for short) provide in addition to standard clauses. In particular, many (even in�nitely

many) standard clauses can be represented by a single c-clause. Hence, many parallel

inference steps on standard clauses can be encoded in a single inference step on c-

clauses.

The aim of this work is to investigate another possibility o�ered by constrained

clauses: We shall try to combine resolution based decision procedures with constrained

clause logic in order to increase the expressive power of the resulting decision classes.

Therefore, there are two questions on which this paper focusses:

1. In what sense do constrained clauses actually provide additional expressive power

in comparison with standard clauses? The answer given here is that only con-

straints made up from conjunctions of disequations constitute a genuine exten-

sion w.r.t. standard clauses.

2. Is it possible to extend decision classes of standard clauses by the use of con-

strained clauses? The main result of this work is a positive answer to this

question, namely a theorem which shows that standard clause classes decidable

by certain resolution re�nements remain decidable even if they are extended by

constraints consisting of conjunctions of disequations.

In order to prove the termination of our decision procedures on constrained clauses,

some kind of compactness theorem for uni�cation problems will be derived, thus ex-

tending a related result from [LMM 86].

1 Introduction

The usefulness of constrained clauses (c-clauses, for short) in automated deduction is gen-

erally acknowledged: Constraints allow the representation of (possibly in�nitely) many

standard clauses in a single c-clause. Hence, a single inference step on c-clauses may in

fact represent many analogous inference steps on standard clauses carried out in paral-

lel. Furthermore, c-clauses play an important role in automated model building, since

they allow a �nite representation of (Herbrand) models which would require an in�nite

representation in standard clause logic (cf. [CZ 91]).

In [CZ 91], a refutational calculus on c-clauses was introduced, combining refutational

rules with rules for model construction. This calculus was later modi�ed and applied to

decidable classes of c-clauses (cf. [CP 96]). However, the focus of the latter work was still

on model building, i.e.: the authors present an algorithm for automated model building,
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which is applicable to known decision classes. The decision classes themselves are literal

translations from standard clause logic.

The aim of this work is to combine decision procedures based on resolution re�nements

with c-clause logic in order to extend the decision classes themselves. Therefore, the �rst

question to be answered here is in what sense do constrained clauses actually provide

additional expressive power in comparison with standard clauses. The answer given in

chapter 3 is that only constraints made up from conjunctions of disequations constitute

a genuine extension w.r.t. standard clauses. A disequation normal form of constrained

clauses will be de�ned in order to formalize this result. We then investigate the extension

of decidable classes of standard clauses to c-clauses in disequation normal form. To this

end, in chapter 4, we shall modify the c-clause calculus of Caferra et al. so as to make it

suitable as a decision procedure. The main result of this work will be proven in chapter

5 where we show that a standard clause class decidable by certain resolution re�nements

remains decidable even if the clauses are extended by constraints consisting of arbitrary

conjunctions of disequations. For the termination proof of this decision procedure, the

strong compactness of sets of equations proven in [LMM 86] will be slightly extended.

Finally, in chapter 6, some directions for future research will be mentioned.

2 Preliminaries

As far as constrained clause logic is concerned, we shall follow the approach of Caferra et

al. (cf. [CZ 91] and [CP 96]), who in turn make use of equational problems in the sense

of [CL 89]). Hence, in this chapter, we shall revise very brie
y some basic de�nitions and

results on equational problems and constrained clauses, which are needed in the subsequent

chapters. For any details, the original papers (in particular, [CL 89] and [CZ 91]) have to

be referred to.

Recall from [CL 89], that an equational problem is a formula of the form 9~w8~yP(~w; ~x; ~y),

where P(~w; ~x; ~y) is a quanti�er-free formula with equality "=" as the only predicate sym-

bol. Without loss of generality, we can assume that P(~w; ~x; ~y) is in negation normal form,

i.e.: every occurrence of the negation symbol : has been shifted directly in front of an

equation. By writing a negated equation :(s = t) as a disequation s 6= t, all occurrences

of the negation symbol can be eliminated. The trivially true problem is denoted by >

and the trivially false one by ?. An important special case of equational problems are

uni�cation problems, which contain neither universal quanti�ers nor disequalities.

In the context of constrained clauses in the sense of [CZ 91], equational problems

are only interpreted over the free term algebra. Furthermore, variables of a single sort

are considered, i.e.: they may only take values from the same Herbrand universe H.

A Herbrand interpretation over H is given through an H-ground substitution �, whose

domain coincides with the free variables of the equational problem. The trivial problem

> evaluates to T in every interpretation. Likewise, ? always evaluates to F. A single

equation s = t is validated by a ground substitution �, if s� and t� are syntactically

identical. Analogously, a single disequation s 6= t is validated by �, if s� and t� are

syntactically di�erent. The interpretation of the connectives ^, _, 9 and 8 is as usual. A

ground substitution � which validates an equational problem P is called a solution.

In analogy with [CL 89] and [LMM 86], we use the following notation for comparing

the syntactical form and the solution sets of equational problems, respectively: By P � Q,

we denote syntactical identity. P � Q means that both problems have the same solution

set and P � Q means that all solutions of P are also solutions of Q.
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In [CZ 91], constrained clauses (c-clauses, for short) are de�ned as pairs [c : P], where

c is a clause and P is an equational problem. Intuitively, [c : P] denotes the set c� of

ground clauses, where � is a ground solution of P. Two c-clauses [c : P] and [d : Q] are

equivalent, i� they represent the same set of ground instances. In [CZ 91], the equivalence

of two c-clauses is denoted by [c : P] � [d : Q].

A Herbrand interpretation I w.r.t. some Herbrand universe H is given through a

subset I(P ) � H

n

for every n-ary predicate symbol P . A ground atom P (~s) evaluates to

T in I, i� ~s 2 I(P ). The generalization to negative ground literals :P (~s) and to ground

clauses L

1

(~s

1

) _ : : : _L

n

(~s

n

) follows from the usual interpretation of : and _. A c-clause

[c : P] evaluates to T in I, i� c� evaluates to T for every ground solution � of P. The

evaluation of a c-clause [c : P] to T in an interpretation I is denoted by I j= [c : P].

3 Disequation Normal Form

The constraint part of a c-clause may play two essentially di�erent roles: On the one

hand, it may be simply a short-hand notation for a more complex standard clause or

for a �nite set of standard clauses, respectively. On the other hand, constraints may

give us a means for a �nite representation of clause sets, which only have an in�nite

representation in standard clause logic, e.g.: Over the Herbrand universe with signature

� = ff; ag, the c-clause C

1

= [P (x; y) : x = f(y) _ (9z)y = f(z)] is equivalent to the

set C

1

= fP (f(y); y); P (x; f(z))g of standard clauses. On the other hand, the c-clause

C

2

= [P (x; y) : x 6= y] has no �nite representation in standard clause logic.

In [LMM 86], it is shown that (apart from some trivial cases) disequations cannot be

represented by a �nite disjunction of equations (cf. [LMM 86], theorem 6.3). Moreover,

in [LM 87], an algorithm is presented for the following problem: Given terms t; t

1

; : : : ; t

n

over an in�nite Herbrand universe H. Is there a �nite set of terms fs

1

; : : : ; s

m

g, s.t. the

set of H-ground instances of t which are not instances of any term t

i

, is identical to the

union of the sets of H-ground instances of the terms s

j

. In our terminology of c-clauses,

this problem can be reformulated in the following way: Let t; t

1

; : : : ; t

n

be terms over an

in�nite Herbrand universe s.t. t has no variables in common with the t

i

's. Moreover, let ~y

denote the set of all variables occurring in the t

i

's and let P be a unary predicate symbol.

Then the algorithm from [LM 87] also decides the the following question: Can the c-clause

[P (t) : 8~y (t 6= t

1

^ : : : ^ t 6= t

n

)] be represented by a �nite set of standard clauses?

In this chapter, we shall prove a related result, namely: only disequations or conjunc-

tions of disequations are more than just short-hand notations of clause sets that could be

represented in standard clause logic as well. These considerations will be formalized by

de�ning the so-called disequation normal form (= DeqNF) of c-clauses and by showing

that every �nite set of c-clauses with arbitrary constraints can be e�ectively transformed

into an equivalent �nite set of c-clauses in DeqNF.

De�nition 3.1 (disequation normal form) Let C = [c : P] be a c-clause over an

in�nite Herbrand universe H. We say that C is in disequation normal form (= DeqNF),

i� the following conditions hold:

1. P is a quanti�er-free conjunction of disequations or the empty conjunction >.

2. All variables of the constraint part P also occur in the clause part c.

Theorem 3.2 (transformation into DeqNF) Let H be an in�nite Herbrand universe

and let C be a �nite set of arbitrary c-clauses over H. Then C can be e�ectively transformed

into an equivalent �nite set of c-clauses C

0

in disequation normal form.
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Proof (sketch): We have to apply several transformation steps to every clause [c : P] 2 C,

until all resulting c-clauses have the desired form. These steps are sketched below. The

details are worked out in a full version of this paper (cf. [Pic 98a]).

� step 1 (de�nition with constraints):

By [CL 89], the constraint part P can be transformed into an equivalent equational

problem in "de�nition with constraints solved form", i.e.: P � ? or P � > or P is

a disjunction of problems P

i

of the form

(9w

1

) : : : (9w

m

)x

1

= t

1

^ : : : ^ x

k

= t

k

^ z

1

6= u

1

^ : : : ^ z

l

6= u

l

;

where all variables x

1

; : : : ; x

k

occur only once in P

i

.

� step 2 (elimination of disjunctions):

Let P � P

1

_ : : :_P

n

. Then [c : P] is equivalent to the c-clause set f[c : P

1

]; : : : ; [c :

P

n

]g.

� step 3 (elimination of existential quanti�ers):

Let P

i

be an equational problem of the form (9w

1

) : : : (9w

m

)Q and suppose w.l.o.g.

that the existentially bound variables w

i

do not occur in the clause part (otherwise

they can be renamed without changing the meaning of the equational problem).

Then the existential quanti�ers may be eliminated bym applications of the following

"structural rule" from [CZ 91]:

[c : Q] � [c : (9w)Q]; if w does not occur in c.

� step 4 (elimination of equations):

Let [c : Q] be a c-clause with Q � x

1

= t

1

^ : : : ^ x

k

= t

k

^ z

1

6= u

1

^ : : : ^ z

l

6= u

l

,

s.t. the variables x

1

; : : : ; x

k

occur only once in Q. Then the equivalence

[c : Q] � [c� : (z

1

6= u

1

^ : : : ^ z

l

6= u

l

)�]; where � = fx

1

 t

1

; : : : ; x

k

 t

k

g:

slightly extends another "structural rule" from [CZ 91].

� step 5 (elimination of "additional" free variables):

Let [d : R] be a c-clause resulting from step 4 above. Then the transformation from

step 3 can also be applied in the opposite direction, i.e.: all variables in var(R) �

var(d) may be existentially quanti�ed.

� step 6 (alternative way of eliminating the existential quanti�ers):

Let [d : (9v

1

) : : : (9v

�

)R] be a c-clause with R � z

1

6= u

1

^ : : : ^ z

l

6= u

l

. Then,

by the cleaning rule CR

3

from [CL 89], all disequations containing a bound variable

may be deleted. But then the pre�x of existential quanti�ers may also be deleted,

since the resulting conjunction of disequations contains no bound variables anymore.

Therefore, the following c-clauses are equivalent:

[d : (9v

1

) : : : (9v

�

)R] � [d : z

j

1

6= u

j

1

^ : : : ^ z

j

l

0

6= u

j

l

0

];

where fj

1

; : : : ; j

l

0

g = fjjz

j

6= u

j

contains no bound variable v

i

g. 3

The steps 5 and 6 in the above proof were carried out separately for the sake of better

readability. Note, however, that these two steps together result in the deletion of all

disequations that contain an "additional" free variable v

i

after step 4. Hence, in practice,

they will naturally be contracted to a single transformation step. In fact, this is exactly

what the normalization rule of our c-clause calculus in de�nition 4.1 will do.
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4 A resolution-based calculus in c-clause logic

The original calculus of Caferra et al. (and, in particular, the cRes rule and cDsub rule)

provides the basis for the construction of a decision procedure for certain classes of c-

clauses (a short overview of this calculus can be found in [Pic 98b]). Starting from an

arbitrary resolution re�nement R

x

on standard clauses, we de�ne the following calculus

I

x

on c-clauses:

De�nition 4.1 (calculus I

x

on c-clauses) Let R

x

be some resolution re�nement on

standard clauses. Then the calculus I

x

on c-clauses in DeqNF is de�ned through the

following rules and rule application strategy:

rules of I

x

:

1. re�ned c-resolution: Let L denote some literal symbol (i.e.: a predicate symbol or a

negated predicate symbol) and let L

d

denote its dual. Furthermore, let [L(~s

1

)_ : : : _

L(~s

n

) _ c : X] and [L

d

(

~

t

1

) _ : : : _ L

d

(

~

t

m

) _ d : Y ] be variable disjoint c-clauses in

DeqNF. Then we de�ne the cRes

x

rule in the following way:

[L(~s

1

) _ : : : _ L(~s

n

) _ c : X] [L

d

(

~

t

1

) _ : : : _ L

d

(

~

t

m

) _ d : Y ]

[(c _ d)� : (X ^ Y )�]

cRes

x

,

where � = mgu(f~s

1

; : : : ; ~s

n

;

~

t

1

; : : : ;

~

t

m

g) and (c _ d)� is an R

x

-resolvent of L(~s

1

) _

: : : _ L(~s

n

) _ c and L

d

(

~

t

1

) _ : : : _ L

d

(

~

t

m

) _ d.

2. normalization: Let [c : P] be a c-clause derived by the cRes

x

rule above and let

u

i

1

6= v

i

1

; : : : ; u

i

k

6= v

i

k

denote the disequations in P containing a variable which

does not occur in c. Then every disequation u

i

�

6= v

i

�

may be either replaced by ?

(if u

i

�

� v

i

�

holds) or deleted (otherwise).

3. c-subsumption: Let [c : X

1

], . . . , [c : X

k

] be c-clauses in the data base and let

[c : X

k+1

] be a new cRes

x

-resolvent. Then [c : X

k+1

] may be deleted, if X

k+1

�

X

1

_ : : : _X

k

.

rule application strategy I

x

:

We require that the c-subsumption rule be applied immediately to every newly derived c-

clause. Furthermore, normalization has to be applied to every cRes

x

resolvent before it is

added to the data base. As far as fairness is concerned, we choose the simple strategy of

level saturation, i.e.: The whole generation of c-clauses derivable by n applications of the

cRes

x

rule has to be derived before a resolvent is derived via n+1 cRes

x

rule applications.

The above calculus I

x

di�ers from the original de�nition of Caferra et al. in various ways

(cf. [CZ 91]). Analogously to Robinson's original de�nition of resolution, we consider fac-

toring and resolution as a single inference step (cf. [Rob 65]). More importantly, we apply

the unifying substitution � explicitly both to the clause part and to the constraint part

whereas, in [CZ 91], the uni�cation is carried out implicitly by adding the corresponding

equations ~s

i

=

~

t

i

to the constraints. Furthermore, the de�nition of c-subsumption given

above can be considered as the original cDsub rule from [CZ 91] and [CP 96] together with

a very restricted rule application strategy, namely: The cDsub rule may only be applied

if all c-clauses involved have the same clause part and if, moreover, a �nite number of

applications of this rule ultimately leads to the actual deletion of [c : X

k+1

].
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The correctness of the calculus I

x

is easy to prove: The correctness of the resolu-

tion re�nement cRes

x

follows immediately from the corresponding correctness in standard

clause logic. Furthermore the deletion of c-clauses via c-subsumption may only a�ect the

completeness (but not the correctness) of a calculus. As far as the normalization rule is

concerned, we have to distinguish two cases: A disequation u

i

�

6= v

i

�

where u

i

�

� v

i

�

holds, is trivially unsolvable. Hence, it is correct to replace it by ?. If u

i

�

6= v

i

�

contains

a variable not occurring in the clause part and u

i

�

6� v

i

�

holds, then we may apply the

transformation steps 5 and 6 from theorem 3.2 and delete this disequation.

On the other hand, the completeness of I

x

is not so trivial. In particular, the compat-

ibility of the c-subsumption rule with any resolution re�nement need not necessarily hold.

In [Pic 98b], the completeness of the calculus of Caferra et al. is shown by extending the

well-known concept of semantic trees from standard clauses to c-clauses. In [KH 69], the

completeness of unre�ned resolution R

0

, A-ordering resolution R

<

A

and semantic clash

resolution R

M

are proven via semantic trees in standard clause logic. Analogously, the

refutational completeness of the calculi I

0

, I

<

A

and I

M

based on these resolution re�ne-

ments can be shown via semantic trees in c-clause logic.

5 Extension of decision classes from standard clause logic

The target of this chapter is to show how decision classes from standard clause logic can

be extended by adding appropriate constraints.

To this end, we �rst have to show that the termination of a resolution re�nement R

x

on

standard clauses can be easily carried over to the corresponding calculus I

x

on c-clauses.

For our termination proof in theorem 5.2, we need the following compactness theorem on

uni�cation problems which slightly extends a related result from [LMM 86] (cf. theorem

A.5 in the appendix).

Theorem 5.1 (compactness of uni�cation problems) Let H be an in�nite Herbrand

universe and let V be a �nite set of variables. Moreover, let N = fY

1

; Y

2

; Y

3

: : :g be an

in�nite set of uni�cation problems over H with variables in V .

Then there is a �nite subset N

0

� N , s.t. N

0

is equivalent to the whole set N . In

particular, there exists a K s.t. for all n > K, the condition Y

1

^ : : : ^ Y

K

� Y

n

holds.

Proof (sketch):

restriction to disjunctions of equations: W.l.o.g. we can assume that every uni�cation

problem Y

i

is in CNF, i.e.: Y

i

� (Z

i1

^ : : : ^ Z

in

i

), where every Z

ij

is a disjunction of

equations. Furthermore, let M = fZ

11

; : : : ; Z

1n

1

; Z

21

; : : : ; Z

2n

2

; : : :g. It is then su�cient

to show that there exists a �nite subsetM

0

� M, s.t. M

0

is equivalent to the whole set

M. Hence, w.l.o.g. we can restrict our considerations to the case where every uni�cation

problem Y

i

2 N is a disjunction of equations, i.e.: Y

i

� e

i1

_ : : : _ e

ik

i

multiset of dimensions: Suppose that some uni�cation problem S is in DNF, i.e.: S �

Z

1

_ : : :_Z

N

, where every Z

i

is a conjunction of equations. Furthermore, assume that all

conjunctions Z

i

are solvable. Then, by [LMM 86], proposition 3.3, the dimension dim(Z

i

)

is well-de�ned (Recall that the dimension of a uni�cation problem P denotes the number

of unbound variables in a most general uni�er of P). Hence, for a uni�cation problem S in

DNF, we can de�ne the multiset of dimensions as DIM(S) := fdim(Z

1

); : : : ; dim(Z

N

)g.

If S is unsolvable, we set DIM(S) := ;. The proof of theorem 5.1 will then be based on

the following idea: Let S

n

� Y

1

^ : : :^ Y

n

denote the conjunction of the �rst n uni�cation
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problems from N and let S

0

n

be an equivalent problem in DNF. We have to provide an

appropriate algorithm for computing the DNF S

0

n

s.t. the following implication holds:

S

n

6� S

n�1

) DIM(S

0

n

) � DIM(S

0

n�1

);

i.e.: If the solutions of S

n

are a proper subset of the solutions of S

n�1

, then the multiset

DIM(S

0

n

) is strictly smaller than DIM(S

0

n�1

). (For the details of such an algorithm see

the appendix A.) Note that "�" is a well-founded ordering on the natural numbers. Hence,

"�" is well-founded on multisets over the natural numbers, i.e.: There exists no in�nite,

strictly decreasing sequence of multisets DIM(S

0

n

1

);DIM(S

0

n

2

); : : :. But then S

n

� S

n�1

holds for all but �nitely many n's. Thus there exists a K s.t. for all n > K, the condition

Y

1

^ : : : ^ Y

n�1

� Y

1

^ : : : ^ Y

n�1

^ Y

n

(or, equivalently, Y

1

^ : : : ^ Y

n�1

� Y

n

) holds. We

can, therefore, conclude by a simple induction argument that Y

1

^ : : :^Y

K

� Y

n

holds for

all n > K. 3

The following theorem gives a su�cient criterion for the termination of the calculus I

x

,

namely: I

x

terminates on a set of c-clauses in DeqNF, if the original resolution re�nement

R

x

terminates on the corresponding set of standard clauses.

Theorem 5.2 (Termination of I

x

) Let R

x

be a resolution re�nement on standard

clauses and let I

x

be the corresponding calculus on c-clauses according to de�nition 4.1.

Furthermore, let C = f[c

1

: P

1

]; : : : ; [c

n

: P

n

]g be a set of c-clauses over some in�nite

Herbrand universe H, s.t. C is in disequation normal form and C

0

= fc

1

; : : : ; c

n

g is the

corresponding set of standard clauses consisting of the clause parts of C. By R

x

(C

0

), we

denote the clauses derivable from C

0

via �nitely many applications of the resolution re�ne-

ment R

x

. Likewise, the set of c-clauses derivable from C via I

x

will be denoted as I

x

(C).

Then the following implication holds:

If R

x

(C

0

) is �nite, then I

x

(C) is also �nite.

Proof: Suppose that R

x

(C

0

) is �nite. We have to prove, that I

x

(C) is also �nite, i.e.:

there are only �nitely many distinct clause parts and constraint parts in I

x

(C):

� (clause parts):

By the de�nition of I

x

, the set D := fc j [c : P] 2 I

x

(C)g of clause parts produced

by I

x

is contained in the set R

x

(C

0

) of standard clauses generated by R

x

. Hence, the

set D of clause parts in I

x

(C) is �nite.

� (constraint parts):

We have to show that for every clause part c in I

x

(C), there are only �nitely many

distinct constraint parts X

i

s.t. [c : X

i

] 2 I

x

(C). Suppose, on the contrary, that

there is an in�nite sequence [c : X

1

], [c : X

2

], [c : X

3

]; : : : of c-clauses in I

x

(C)

such that for all n > 1, [c : X

n

] is not c-subsumed by the previously derived c-

clauses f[c : X

1

]; : : : ; [c : X

n�1

]g. The X

i

's are conjunctions of disequations over the

in�nite Herbrand universe H with variables in the �nite set V = var(c). Therefore,

the equational problems :X

1

, :X

2

, :X

3

; : : : are disjunctions of equations over the

in�nite Herbrand universe H with variables in the �nite set V . By theorem 5.1, we

know that there is a K s.t. for all n > K : :X

1

^ : : :^:X

K

� :X

n

or, equivalently,

X

n

� X

1

_ : : : _ X

K

holds. But then, by de�nition 4.1, f[c : X

1

]; : : : ; [c : X

K

]g

c-subsumes [c : X

n

] for all n > K, which contradicts the assumption. 3

The following theorem constitutes the main result of this work:
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Theorem 5.3 (decision procedure I

x

) Let R

x

denote either unre�ned resolution R

0

,

A-ordering resolution R

<

A

or semantic clash resolution R

M

. Furthermore, let K denote

a class of standard clauses over an in�nite Herbrand universe H, s.t. K is decidable by

R

x

. Then K can be extended to the decidable class K

0

of c-clauses in the following way:

C

0

= f[c

1

: P

1

]; : : : ; [c

n

: P

n

]g is in K

0

, i� C := fc

1

; : : : ; c

n

g is a set of standard clauses

in K and for all i 2 f1; : : : ; ng, P

i

is a quanti�er-free conjunction of disequations with

var(P

i

) � var(c

i

).

Then I

x

is a decision procedure for the class K

0

.

Proof: First of all, we have to make sure that the class K

0

is closed w.r.t. the calculus

I

x

: But the clause parts of the derivable c-clauses result from applications of R

x

to K.

Furthermore, all input c-clauses are in disequation normal form, which is preserved by

the rules from I

x

. Hence, the resulting c-clauses are in K

0

. (Note that the DeqNF may

be destroyed by cRes

x

since the constraint part of the resolvent may contain variables

not occurring in the clause part, e.g.: In case of unre�ned resolution R

0

, the c-clause

[P (x) : y 6= a ^ y 6= b] may be derived by the cRes

0

rule from [P (x) _ Q(y) : y 6= a] and

[:Q(y

0

) : y

0

6= b]. However, by the rule application strategy, the normalization rule must

be applied to the resolvent, which allows for the elimination of these variables, i.e.: in the

above example, only the c-clause [P (x) : >] is actually stored.)

The refutational completeness of the calculus I

x

based on the above mentioned resolution

re�nements R

x

is proven in [Pic 98b] (cf. the remark in chapter 4). The termination of

the calculus I

x

on the class K

0

follows from the theorem 5.2. 3

The following examples illustrate how this theorem can lead to a genuine extension of

standard clause classes decidable by A-ordering resolution R

<

A

or semantic clash resolution

R

M

, respectively.

Example 5.4 (extension of the decision class MON

�

) Let the following clauses

and c-clauses be de�ned over the Herbrand universe H with signature � = fa

0

; b

0

; f

2

g,

where the exponent denotes the arity of each symbol. Recall from [Lei 97] that the class

MON

�

is decidable by an A-ordering resolution re�nement. MON

�

essentially denotes

those sets of clauses, where all predicate symbols have arity 1 and variables may only

occur in variable arguments or in functional arguments of the form g(y

1

; : : : ; y

�

), e.g.:

C

0

:= fP (x); P (f(x; y)) _Q(x);:Q(a)g. Then the following sets C

1

and C

2

of c-clauses in

disequation normal form are obtained from C

0

by adding appropriate constraints:

By theorem 5.3, the c-clause set C

1

:= f[P (x) : >]; [P (f(x; y))_Q(x) : x 6= y]; [:Q(a) : >]g

belongs to a decidable class of c-clauses even though it does not have a �nite representation

in standard clause logic.

The c-clause set C

2

:= f[P (x) : >]; [P (f(x; y)) _ Q(x) : y 6= a ^ y 6= b]; [:Q(a) : >]g is

based on the same set of standard clauses and, therefore, belongs to a decidable class of

c-clauses by theorem 5.3. However, for this Herbrand universe, the equational problem y =

a_y = b_ (9u)(9v)y = f(u; v) is valid. Hence, C

2

is equivalent to the c-clause set f[P (x) :

>]; [P (f(x; y)) _ Q(x) : (9u)(9v)y = f(u; v)]; [:Q(a) : >]g which, in turn, is equivalent

to the standard clause set C

0

2

= fP (x); P (f(x; f(u; v))); :Q(a)g. Note that the set C

0

2

is

outside the class MON

�

, due to the nested functional term in P (f(x; f(u; v))). Hence,

in this case, the transformation into c-clauses allows for an extension of the decidable

standard clause class itself.
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Example 5.5 (extension of the decision class PVD) Let the following clauses and

c-clauses be de�ned over the Herbrand universe H with signature � = fa

0

; f

2

; g

1

g. In

[Lei 97], the class PVD is shown to be decidable by hyperresolution. Recall that PVD

(= positive variable dominated) consists of the sets of clauses, where all variables from

unnegated literals also occur in negated ones and where furthermore the maximum depth

of occurrence of each variable in the unnegated literals is not greater than the maximum

depth of occurrence of this variable in the negated literals, e.g.: C

0

:= f:P (x); P (g(x)) _

Q(f(y; x));:Q(x)g. Then the set C = f[:P (x) : >]; [P (g(x))_Q(f(y; x)) : x 6= y]; [:Q(x) :

x 6= a]g does not have a �nite representation in standard clause logic. Nevertheless, by

theorem 5.3, it belongs to a decidable class of c-clauses.

6 Concluding Remarks and Future Work

After brie
y revising some basic concepts concerning equational problems and constrained

clauses, we have provided an answer to the question in what sense constraints actually

do increase the expressive power of clauses. The result was formalized by de�ning the so-

called disequation normal form (= DeqNF) of c-clauses, i.e.: the constraint part consists of

conjunctions of disequations and contains only variables which also occur in the clause part.

Furthermore we proved that every �nite set of c-clauses can be e�ectively transformed

into an equivalent �nite set of c-clauses in DeqNF. The main result of this paper is the

extension of standard clause classes decidable by certain resolution re�nements to c-clauses

in DeqNF.

So far, we have only considered clause classes which are decidable by some resolution

re�nement. However, many more ingredients for resolution-based decision procedures

can be found in the literature (cf. [FLTZ 93]), e.g.: subsumption, the splitting rule,

condensing, partial saturation, etc. Furthermore, there are several paramodulation-based

decision procedures for decision classes containing equality. It still remains to investigate,

how a standard clause calculus based on these methods can be extended to c-clause logic

without destroying the refutational completeness and the termination property.

In [FLTZ 93], resolution based decision methods for many classes of standard clauses

are presented. The expressive power gained through the extension of these classes to c-

clause logic and potential applications of the resulting languages deserve further study. In

particular, what kind of problems can be expressed by the resulting classes of c-clauses in

DeqNF?
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Appendix

A Proof of Theorem 5.1

For the proof of theorem 5.1, we make use of the following basic de�nitions and results on

uni�cation (from [LMM 86]):

We only consider equation sets here with a �nite set of variables V over a non-trivial

Herbrand universe H. The following de�nitions form the basis of the considerations in

[LMM 86]:

De�nition A.1 (solved form of an equation set) An equation set E is called solved,

i� it has the form fv

1

= t

1

; : : : ; v

n

= t

n

g s.t. the v

i

's are pairwise distinct variables which

do not occur on the right hand side of any equation. The variables v

1

; : : : ; v

n

are said to

be eliminable and the remaining variables from V are called parameters.

De�nition A.2 (dimension of an equation set) Let E be a solvable set of equations

and let E

0

be some solved form equivalent to E. Then dim(E) (= dimension of E) denotes

the number of parameters in E

0

.

The following results on the dimension dim(E) of an equation set E are proven in [LMM 86],

propositions 3.3 and 3.5, respectively:

Proposition A.3 (well-de�ned dimension) The dimension dim(E) of a (solvable) set

of equations is well-de�ned, i.e.: all solved forms E

0

equivalent to E have the same number

of parameters.

Proposition A.4 (dimension and solution sets) Let E

1

and E

2

be two solvable sets

of equations. Then the following implication holds:

If the solutions of E

1

are a proper subset of the solutions of E

2

, then dim(E

1

) < dim(E

2

).

The following result on the strong compactness of sets of equations from [LMM 86], the-

orem 3.11, is somehow similar to our theorem 5.1:

Theorem A.5 (strong compactness) Let E and E

1

; : : : ; E

n

be equation sets over an

in�nite Herbrand universe. Then the following implication holds:

If E � E

1

_ : : : _ E

n

, then there exists some j s.t. E � E

j

Multisets are a common technique in termination proofs with a broad �eld of applications

due to the property of "well-foundedness", which the multiset ordering "�" inherits from

the original ordering "�". For details (and also for an interesting application of multiset
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orderings, namely the transformation of arbitrary equational problems into "de�nition

with constraints solved form" mentioned in the proof of theorem 3.2), [CL 89] should be

referred to.

We are now ready to prove the following theorem from chapter 5:

Theorem 5.1 (compactness of uni�cation problems) Let H be an in�nite Herbrand

universe and let V be a �nite set of variables. Moreover, let N = fY

1

; Y

2

; Y

3

: : :g be an

in�nite set of uni�cation problems over H with variables in V .

Then there is a �nite subset N

0

� N , s.t. N

0

is equivalent to the whole set N . In

particular, there exists a K s.t. for all n > K, the condition Y

1

^ : : : ^ Y

K

� Y

n

holds.

Proof: The only part missing in the proof sketch from chapter 5 is an algorithm for

computing a sequence of DNFs S

0

n

equivalent to S

n

� Y

1

^ : : : ^ Y

n

, s.t. the implication

S

n

6� S

n�1

) DIM(S

0

n

) � DIM(S

0

n�1

)

holds. We construct the DNFs S

0

n

inductively as follows:

By assumption, S

1

� Y

1

� e

11

_ : : : _ e

1k

1

already is in DNF, i.e.: S

0

1

:= S

1

.

Now suppose that S

0

n�1

� Z

1

_ : : : _ Z

N

is the DNF corresponding to S

n�1

. Then S

n

�

Y

1

^ : : : ^ Y

n�1

^ Y

n

� S

n�1

^ Y

n

is equivalent to the following problem:

S

n

� (Z

1

_: : :_Z

N

)^(e

n1

_: : :_e

nk

n

) � (Z

1

^(e

n1

_: : :_e

nk

n

))_: : :_(Z

N

^(e

n1

_: : :_e

nk

n

))

In order to transform this problem into a disjunctive normal form S

0

n

, we transform every

disjunct Z

i

^ (e

n1

_ : : :_ e

nk

n

) into an equivalent problem D

i

in DNF in the following way:

D

i

:=

8

>

>

>

<

>

>

>

:

Z

i

if there exists a j s.t. (Z

i

^ e

nj

) � Z

i

? if for all j: (Z

i

^ e

nj

) � ?

(Z

i

^ e

nj

1

) _ : : : _ (Z

i

^ e

nj

l

) otherwise,

where fj

1

; : : : ; j

l

g = fj jZ

i

^ e

nj

is solvableg

Finally, all unsolvable problems D

i

have to be deleted from S

0

n

. Then every D

i

and,

therefore, also the disjunction S

0

n

clearly is in DNF. Moreover, the equivalence D

i

� Z

i

^

(e

n1

_ : : :_e

nk

n

) and, hence, also the equivalence S

0

n

� S

n

are easy to prove. Furthermore,

the multiset DIM(S

0

n

) can be computed from DIM(S

0

n�1

) in the following way:

1. If D

i

� Z

i

, then dim(Z

i

) 2 DIM(S

0

n�1

) is left unchanged in DIM(S

0

n

).

2. If D

i

� ?, then dim(Z

i

) 2 DIM(S

0

n�1

) is deleted from DIM(S

0

n

).

3. If D

i

� (Z

i

^ e

nj

1

) _ : : : _ (Z

i

^ e

nj

l

) (according to case 3 of the above de�nition of

D

i

), then dim(Z

i

) is replaced by dim(Z

i

^ e

nj

1

); : : : ; dim(Z

i

^ e

nj

l

).

Remember that case 3 of the de�nition of D

i

only applies if Z

i

^ e

nj

�

< Z

i

for all �, i.e.:

the solutions of every problem (Z

i

^ e

nj

�

) are a proper subset of the solutions of Z

i

. But

then, by proposition 3.5 from [LMM 86], dim(Z

i

^ e

nj

�

) < dim(Z

i

) also holds. Hence,

by the de�nition of multiset orderings, DIM(S

0

n

) = DIM(S

0

n�1

), i� case 1 applies to all

disjuncts D

i

of S

0

n

, and DIM(S

0

n

) � DIM(S

0

n�1

) otherwise. In other words, DIM(S

0

n

) =

DIM(S

0

n�1

), i� S

n

� S

0

n�1

, and DIM(S

0

n

) � DIM(S

0

n�1

) otherwise. 3
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