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Abstract

Symbolic pattern solving is a new approach for �nding symbolic solutions of equa-

tional constraints over arbitrary algebraic structures. Despite the deep results and

methods already produced in equational constraint solving, real-world applications

still cannot be tackled. To reduce the original complexity, the approach advocated

here uses the solution pattern, the skeleton of the solution often suggested by the

problem instance. Pattern solving is successful if some substitution, of the unknown

coe�cients within the pattern, turns the pattern into a solution. The core of the

method is the possibility of straightforward elimination of universally quanti�ed vari-

ables from certain formulas related to the input problem and solution pattern. It

is shown that fast elimination of universal quanti�ers is complete in in�nite integral

domains, torsion-free modules over an in�nite domain, �nite dimensional division al-

gebras over in�nite �elds, and in graded exterior algebras, if the underlying scalar �eld

is in�nite.

1 Motivation

This paper introduces a new approach for �nding symbolic solutions of equational con-

straints over arbitrary algebraic structures [4]. Solving constraints symbolically in a spe-

ci�c algebraic structure means either deciding their truth, or �nding terms of the language

that, substituted for the free variables, make the constraints true. Intensive research, for

instance in uni�cation theory [5, 1] and in computer algebra [6], has produced a wealth

of deep results and there are now several computational methods available. However, all

this is not yet su�cient. The state of the art symbolic methods usually cannot tackle

real-world applications. As soon as the problems increase in complexity, whether for the

number of constraints, or their degree or for the number of symbols involved, the symbolic

methods fail to perform as e�ciently as the numeric methods do.

Depending on the algebraic structure, the complexity of symbolic solving of equa-

tional constraints ranges from polynomial-time decidable to undecidable. As example,

take Hilbert's Tenth Problem: given a polynomial equation with integer coe�cients, �nd

whether there are solutions over some algebraic structure. The famous results of [7] and of

[9] show that it is unsolvable over the integers and decidable over the real numbers. It is

also believed to be undecidable over the rational numbers, where is still an open problem

[8].

The basic observation leading to the method introduced here is that often the nature

of the constraint solving problem at hand suggests a \skeleton" of the solution, a solution

pattern. For instance, in the following problem from quantum chemistry, the typical ques-

tion of expressing some implicitly de�ned quantity in terms of some other given quantities
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arises. The magnetic �eld produced by the apparent nuclear motion is:

B =

Ze

cr

3

� v

N

� r

when viewed from the electron, where v

N

is the apparent velocity of the nucleus. From

the laboratory view, the magnetic �eld of the nucleus of the electron is

B =

E� v

c

=

(Ze � r=r

3

)� v

c

where v is the actual velocity of the electron. What is the relation between v and v

N

?

The problem is solved if v

N

can be expressed in terms of v.

Moreover, skeletons of solutions are often available to engineers and physicists who \in

practice" are more interested in solutions of a special form rather than in all solutions.

They do not try to solve a problem by �nding all solutions like the automatic methods do.

Rather, they verify whether the expected solution is truly a solution and in this fashion

they are able to deal with structures far more complex than those that can be tackled

automatically.

When the problem instance provides a solution pattern, \solving" becomes partly

\verifying" whether this pattern is indeed a solution. As a side e�ect, the complexity of

constraint solving is reduced by requesting only solutions of a speci�c form and guiding

the solving process through this pattern.

This paper formalizes this methodology, henceforth referred to as symbolic pattern

solving, explains it, and derives an algorithm from it. Finally, it applies it to a problem

of equational reasoning in quantum mechanics.

2 Symbolic Pattern Solving

To de�ne a pattern solving problem, parametric solutions and solution patterns have to

be de�ned. Parametric solutions are symbolic solutions in which some parameters occur.

As these parameters vary over elements of the structure domain, so does the solution.

Examples of parametric solutions are the most general uni�ers for problems in equational

theories and the rational parametrizations of algebraic curves for problems in �elds of

characteristic zero. Solution patterns are parametric solutions in which some coe�cients

are left unspeci�ed. A pattern solving problem is then de�ned as follows.

Given: A a structure for an arbitrary signature �.

� = ft

1

= u

1

; : : : ; t

n

= u

n

g a system of equations among �-terms in vari-

ables X.

� = fx

1

 �

1

(Y ; Z); : : : ; x

k

 �

k

(Y ; Z)g a solution pattern in parameters

Y and unknowns Z .

Find:  an easily computable ground term substitution for the unknowns Z such

that � �  is a parametric solution for � in the structure A, that is:

A j= (8Y )t

1

� = u

1

� ^ : : :^ t

n

� = u

n

�:
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A substitution  is easily computable if the corresponding system of equations is e�ectively

solvable by using some available constraint solving method. An example is the computa-

tion of solutions of a system of polynomial equations by using the method of Gr�obner basis

[3, 2] in the case of zero-dimensional varieties. If a ground term substitution exists and

can be e�ectively computed, then the solution pattern can be instantiated and pattern

solving is successful. Otherwise, the method fails, which means that the proper pattern

was not given.

The algorithm for solving symbolic constraints by solution patterns has a logical and

an algebraic core. The \logical" core is the elimination of universally quanti�ed variables

from formulas related to the input problem and solution pattern. Pattern solving, in

a speci�c algebraic structure, is e�ective only if the structure admits \straightforward"

elimination of universal quanti�ers for these speci�c formulas. In particular, the emphasis

is on �nding properties of the structure that allow e�cient, fast elimination of universal

quanti�ers. The \algebraic" core is to solve a system of equations, related to the quanti�er-

free formula, for the unknown coe�cients occurring in the solution pattern. The symbolic

solution of this system, if it exists, yields an instance of the solution pattern that is a

symbolic solution of the input problem. Since using a \good" pattern reduces the original

complexity of the input problem, it is assumed that the resulting system of equations is

simple enough to be e�ectively solvable by the available computational methods, speci�c

to each algebraic structure.

Initially, the problem formula  (Y ; Z):

t

0

1

(Y ; Z) = u

0

1

(Y ; Z) ^ : : :^ t

0

n

(Y ; Z) = u

0

n

(Y ; Z) (1)

is constructed by applying the solution pattern � to all terms t

1

; u

1

; : : : ; t

n

; u

n

in the system

of equations �. The problem formula  (Y ; Z) is the universal closure of the conjunction of

the resulting equations. If the structure A admits \straightforward" quanti�er elimination

for formulas having the form of  (Y ; Z), then an equivalent quanti�er-free formula, �(Z),

in terms of the unknown coe�cients only, can be obtained. This formula �(Z) is such

that:

A j= 8Y  (Y ; Z)$ �(Z): (2)

If the quanti�er-free formula �(Z) is a conjunction of equations in the unknown coe�cients,

then the �nal step consists of �nding a ground term solution for this system of equations.

When a solution exists and can be easily computed by known techniques, the algorithm

returns it and yields one instance of the solution pattern. If no solution exists, then

the user is warned that no instance of the solution pattern is a parametric solution. If

a solution cannot be easily computed, the user is asked for further information on the

solution pattern.

For the procedure to be e�ective, the step of quanti�er elimination must be done

straightforwardly and without losing completeness. This is possible in many cases because

it is an elimination of universal quanti�ers only from a conjunction of equations. Even if

the structure might not admit elimination of quanti�ers in the general case, it can still

admit a fast elimination of universal quanti�ers for this particular type of formulas. These

cases yield a practical overall algorithm. It turns out that fast elimination of universal

quanti�ers is complete in in�nite integral domains, torsion-free modules over an in�nite

domain, �nite dimensional division algebras over in�nite �elds, and in graded exterior

algebras, if the underlying scalar �eld is in�nite.
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Summarizing, to perform pattern solving in an algebraic structure A, two ingredients

must be available:

1. A fast method to eliminate universal quanti�ers from universally quanti�ed conjunc-

tions equational constraints expressed in a many-sorted language.

2. An e�ective method to solve equational constraints in a ground term structure of A.

3 Equational Reasoning by Pattern Solving

Recall the quantum chemistry problem mentioned in the introductory motivation. The

problem can be formalized as a pattern solving problem in vector spaces where a skew-

commutative vector product � is de�ned. Fast elimination of universal quanti�ers can be

shown as is done for graded exterior algebras. The major di�culty with vector multipli-

cation, as it is known in vector analysis, is that it is not associative. This problem can

be side-stepped when all exterior terms occurring in the computation at most have total

grade equal to two. In what follows, � denotes the multiplication by a scalar. Let the input

system � be:

fB �

Ze

cr

3

� v

N

� r = 0g:

To simplify the denominator, assume the side condition: cr

3

6= 0. The input becomes:

fcr

3

�B � Ze � v

N

� r = 0g:

Let the solution pattern �:

v

N

= x � v;

B =

(Ze�r=r

3

)�v

c

The vector parameter is v, and v

N

, B are vector variables while r and r are constants

de�ned elsewhere. After substitution of � in the problem �, the problem formula is:

8v cr

3

�

(Ze �

r

r

3

)� v

c

� Ze � (x � v)� r = 0 ^ cr

3

6= 0:

Observe that the denominators appearing in the solution pattern do not introduce any

side conditions beside the initial one. By simplifying the denominators:

8v cr

3

� (Ze �

r

r

3

)� v � cZe � (x � v)� r = 0:

8v Ze � r� v � Ze � (x � v)� r = 0:

Assuming the ordering on the exterior symbols: v < r, the formula can be reordered and

rewritten as:

8v (Ze + Zex) � r� v = 0:

Straightforward elimination of the quanti�er yields:

(Ze+ Zex) � r = 0:
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Since the constant r is not zero, this is equivalent to:

Ze + Zex = 0

can be easily solved for x:

x = �1:

The solution pattern can be instantiated to a solution, assuming cr

3

6= 0:

v

N

= (�1) � v = � v:

4 Conclusion

The results obtained so far are very promising and suggest that pattern solving applies

to algebraic structures richer than those considered here. This will enable reasoning in

complex domains arising from real-world applications. It will also be interesting to de�ne

the class of algebraic structures in which fast elimination of universal quanti�ers is possible.
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