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Abstract. It is well-known that inference rules in the sequent calculus can be interpreted as both proof construction
rules (i.e. constructing proofs from the leaves towards the root of the tree) and proof search rules (i.e. finding proofs
by starting at the (supposed) root and working towards the leaves). However, the information used in each case is
different: the former constructs larger proofs from smaller ones, whereas the latter constructs search trees, from
which, if the search is successful, a proof can be recovered. Thus during search the intermediate stages are at best
partial proofs. In this paper we explore a variation of the sequent calculus in which search information, in the
form of Boolean constraints, is added to each sequent. In particular, we show how this can be done for the sequent
calculus LK for classical logic and the multiple-conclusioned sequent LM for intuitionistic logic. In addition, we
show how a judicious use of hypersequents can improve the search properties of LM.

1 Introduction

Inferences rules in proof systems such as the sequent calculus can be used in two different ways:

– as rules of deduction, i.e. constructing larger proofs from smaller, complete, proofs
– as rules of reduction, i.e. showing how a search for a proof of a given sequent can be reduced to search for a proof

of a simpler sequent or sequents.

For example, consider the
�

R rule below from the classical sequent calculus LK.
�������
	 ������
	

����� � ����	 ���

As a rule of deduction, this states that from a proof of
��������	

and a proof of
�������
	

we can construct a proof
of
����� � ���
	

(and, for that matter, in only one further step). As a rule of reduction, this states that in order to find
a proof of

����� � ���
	
it is sufficient to find a proof of

��������	
and a proof of

�������	
.

Note that in the first case we take two existing proofs and generate a larger one, whereas in the second case we
reduce a sequent to a simpler set of sequents from which is (hopefully) simpler to find a proof. Thus the same inference
rule can be interpreted as a means of leaf-to-root proof construction, or as a means of root-to-leaf proof search.

This duality is perhaps most strikingly illustrated in the Cut rule.
�������
	 ���
����	

����	 ��� �

As a deduction rule, this states, in effect, that using intermediate results as lemmas during deduction does not alter
the consequence relation. As a reduction rule, this states that in order to prove a sequent

�!��	
it is sufficient to find

proofs of
�"�#���
	

and
�$�%�&�#	

. However as
�

can be arbitrary (i.e. there is no clear way to determine
�

from
�

and
	

) , this does not yield a feasible search operation (unlike, for example, the corresponding operation for the rule�
R above). Hence Cut is a very useful and powerful rule of deduction, but is often ignored as a rule of reduction 1 (a

policy whose correctness is guaranteed by Cut-elimination results [8]).
In this paper we perform some initial exploration of this difference between deduction and reduction. In particular,

our intention is to explore the possibilites for the development search-oriented inference rules, rather than the more
1 But not always – when further information is known about ' , it is possible to generate feasible search operation on analytic cuts.



traditional proof-construction rules of the sequent calculus. To this end, we are interested in ways in which the “low-
level” choices made during proof search, such as the particular formula instances used in an axiom or the � -R rule,
can be explicitly represented in the object generated during the search. Once an appropriate representation of this
information is found, we will then presumably be able to use this to delete unnecessary formulae and/or rule instances
from the proof generated, to allow the combination and analysis of partially completed searches, and to provide a
basis for a quantitative comparison of different search strategies. For example, a rule application in which the active
formulae are all ultimately unnecessary in the resulting proof indicates a certain lack of success for the search strategy
used, and so we can use the number of such “irrelevant” active formulae as a measure of the success of the strategy.

Hence the overall goal is the formulation of inference rules which are amenable to such analysis. In this paper we
report on some preliminary investigations into the appropriate representation, one based on Boolean constraints [12,
13], and another based on hypersequents[]. The former involves using Boolean constraints to keep track of certain
internal details of the choices made during search, in order to extract a maximally informative proof; we may thus
conceive of a partial proof containing such constraints as a search tree from which, on the successful completion of
the search, we can calculate a proof tree. Thus a proof tree can be considered a special case of a search tree. Note that
an incomplete seach tree, whilst not being able to be directly converted into a proof, still contains useful information.

We show how this approach may be applied to the classical sequent calculus LK[8], and also to the multiple-
conclusioned intuitionistic calculus LM[19, 20] and the single-conclusioned intuitionistic calculus LJ[8]. It is well
known that LM has better search properties than LJ (largely due to greater possibilities for delaying choices, particular
for disjunctions). The search version of LM presented below extends this property a little further, in that the choices
for the “special rules”, such as � R below, can be explicitly tracked by the Boolean variables.

�$�%��� �����
������� � ��� �
	 ���

In the search version of this rule, we allow the formulae in
	

to remain, but explictly marked with a value of 	
(and the subformula of

��� � ���
are marked with 1).

�$�%� ��
��� �� ��
��� ��	 
 	 ������ � � � � �
	 ���

Another approach is to make use of hypersequents, which may be thought of as introducing a “sequent level”
disjunction, and hence the branches in the generated tree can be either the traditional conjunctive type or a disjunction
of sequents. Whilst hypersequents are most commonly used in sequent systems for intermediate logics such as Gödel-
Dummett logic [3], and hence are usually based on single-conclusioned systems, the idea seems so simple and natural
that it is easy to envisage a hypersequential version of any sequent calculus. In particular, we give a hypersequential
version of LM, which allows the object generated during search to contain more information about the search choices
made than LM.

It should be noted that both methods (i.e. Boolean constraints and hypersequents) may be thought of as blurring
the distinction between LJ and LM, i.e. between single- and multiple-conclusioned systems, in order to better reflect
choices made during search.

This paper is organised as follows: in Section 2 we give some background on the sequent calculus and in Section 3
we discuss the basic ideas and show how it may be applied to LK. In Section 4 we investigate the case for LM and
in Section 5 we do the same for LJ. In Section 6 we explore the relationship between the search version of LM and
hypersequents. Finally in Section 7 we present our conclusions.

2 Background

In a sequent
����	

, we refer to
�

as the antecedent and
	

as the succedent. The rules for LK are well known [8] and
are given in the Appendix. Note that for convenience, we use the version of the system in which the weakening rules
can be omitted due to the form of the axioms (a property which will also hold for LJ and LM). Despite this, it is often
convenient to retain the weakening rules explicitly.

The sequent calculus LJ for intuitionistic logic is as for LK above, with the extra constraint that for each succedent
in each inference rule, we require that � 	 ��� �

. This means that the � L and � R rules become
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����� � �$�%������	
�$�%��� � ������	 � � �������

����� � � ��� � �

for some ��� � ���
. The � L rule in LJ thus omits the duplication of

	
in the left-hand premise and the � R rule must

choose which of
� �

and
� �

is to appear in the premise. This also has the effect of banning the CR rule, and restricting
the WR rule to case when the succedent of the premise is empty.

The sequent calculus LM for intuitionistic logic is as for LK above, with the extra constraint that for the three rules	
R, � R and 
 R, any “unnecessary” formulae in the succedent of the premise are deleted. Thus these rules become

����� 
 ���� �
��� 	 � ����	 	 � �$�%� � �� �

����� � � � � ��	 � � ��� 
 �!�
��� 
 ���
	 
 �

where
�

is not free in
�$�
	

or
�

.
To aid in the discussion of such rules, we adopt the following terminology (from [7]). Note that we need, strictly

speaking, to refer to formula occurrences rather than formulae; where appropriate we will assume that there is a means
of distinguishing formula occurrences from each other.

Definition 1. The active formulae of an inference are the formula occurrences which are present in the premise(s),
but not in the conclusion. The principal formula occurrence of an inference is the formula occurrence which is present
in the conclusion, but not in the premise(s).

We refer to formula occurrences which are neither active nor principal as the context.
An active formula which appears on the left (resp. right) of

�
is referred to as left-active (resp. right-active).

A rule which contains a left-active (resp. right-active) formula is referred to as a left-active (resp. right-active)
rule.

For example, in the � L rule of LK above, the principal formula is
� � � ���

, the occurrence of
���

in the left
premise is right-active, and the occurrence of

���
in the right premise is left-active.

Intuitively, an inference converts the active formulae into the principal formula and leaves the context unchanged
(but as discussed in [15], this is sometimes too simplistic).

3 Proof Search with Boolean Constraints

Consider the following LK proof.

� ��� ��� ��� � ��� � � ���
� � � � � ��� ��� � �
� � � � � ��� � � � �

In order to give the search interpretation of this same sequence of rules on the same endsequent, we will attach a
Boolean expression, as in [12, 13], to each formula in the proof, and use the information thus recorded to keep track
of the status of each formula, and in particular which choice of formula has been made. The values of the Boolean
expressions are typically defined by the leaves of the proof (i.e. the axioms) and the choice of rules made in the
construction of the proof. We will refer to such derivation trees as search trees.

For example, the search tree version of the above proof is

� 
 � � � ��� 
 ��� � ��� 
 � � � ��� 
 � � � � � 
 � ��� � � 
 ��� � ��� 
 � � � �
� 
 � � � � � � 
 ��� ��� 
 � � � ��� 
 � � � � �

� 
 � � � � � � 
 ��� ��� � � 
 ��� � �

From the axioms we determine that
� � � 	 � � � � � � � � � � � � � � � � � 	 � � � � � � � �

and thus we have

� 
 	 � ��� 
 � � ��� 
 � � ��� 
 	 � � 
��� � � 
��� ��� 
 	 �
� 
 � � � � � � 
 ��� ��� 
 � � � ��� 
 � � � � �

� 
 � � � � � � 
 ��� ��� � � 
 ��� � �

from which we determine that
� � � � � � � � � � � � � � � � 	 � � � �

, yielding
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 	 � ��� 
 � � ��� 
 � � ��� 
 	 � � 
��� � � 
��� ��� 
 	 �
� 
��� � � � � 
��� ��� 
��� ��� 
 	 � � �

� 
��� � � � � 
��� ��� � � 
 � � � �

Intuitively, formulae in the endsequent marked with 0 are those which are not necessary in the proof (or at least
not up to that point), and hence can be safely deleted. Doing so in the above proof results in the proof below.

� � � � � �
� � � � � ��� � �

� � � � � ��� � � � �

Note that this proof is slightly more precise than the original one above; in the latter proof it is been detected that� is not required in the left hand branch of � L.
Note that we introduce a fresh variable for each active formula. For example, in the search tree above for the

sequent � 
 � � � � � � 
 � � � � � � 
 � �
, we find that

� � �
because it is the principal formula of the � R instance, but the

active formulae in the premise of this rule instance are
� 
 � � � ��� 
 � � �

, reflecting the fact that both, exactly one or neither
of these formulae may be essential to any proof which is ultimately found by this search process. This is in contrast to
the system of [12], which, owing to its basis in linear logic, requires that active formulae be used exactly once; in LK
(and LM and LJ for that matter) this restriction does not apply, and so active formulae are not necessarily used in the
proof. In this way the use of Boolean constraints here is more akin to a “use check”, as in LWB.

A similar “refreshment” of the variables is required for binary rules (
�

R, � L, � L). For example, consider the
search tree below.

� 
 � � � ��� 
 � � � � � 
 � � � � � � 
 � � � � ��� 
 � � � � 
 � � � ��� 
 � � � � � 
 � � � � � � 
 � � � � ��� 
 � � �
� 
 � � ��� 
 � � � � 
 � � � ��� 
 � � � ��� � � 
 ��� ���
� 
 � � ��� 
 ��� � � � � 
 � � ��� � � 
 ��� � �

Here we note that the active formulae all get fresh variables when they appear (such as � 
 � � � � � 
 � � � from the � R
instance,

� 
 � � �
and

� 
 � � �
from the

�
R instance), and also that the context formulae get a fresh variable each time a

branch is made in the proof, as the behaviour of the formulae on each branch is independent. In this case the branch
is due to the

�
R rule and the formulae � 
 � � ��� 
 � � in the antecedent and � 
 � � � � � 
 � � � in the succedent get fresh variables

on each of the branches.
Solving the equations then gives us
� � � � � � � � 	 � � � � � � � � � � � 	 � ��� � 	 � � � � 	 � � � � � � � � � � 	 � � � � � 	 � ��� � �

� � � � � � � � � � � � � � � � 	 � � � � � � � � 2 and hence we have the “completed” search tree below.

� 
��� ��� 
 	 � � � 
 � � ��� 
 	 � ��� 
 	 � � 
 	 � ��� 
��� � � 
 	 � � � 
 	 � ��� 
 � �
� 
 � � ��� 
 � � � � 
 � � ��� 
 	 � ��� � � 
 � � ���
� 
��� ��� 
 � � � � � � 
 � � ��� � � 
 � � � �

Note that as both � and
�

(in the antecedent) are used on exactly one of the branches of the
�

R instance their value
in the conclusion of this rule is 1. However, as

�
is used on neither branch, it is value in the same sequent is 0. Thus in

order to calculate the final value for context formulae in the conclusion of a binary rule, we take the Boolean sum of
the values on each branch.

From this completed search tree it is not hard to see that as one of the active formulae of the
�

R is not used in the
proof that the application of this rule is unnecessary, and in fact we can simplify the proof of this sequent to the one
below.

� 
 � � ��� 
 	 � � � 
 � � ��� 
 	 �
� 
 � � ��� 
 	 � � � � � 
��� � �

Note that the value assigned to
�

is now 0, as the value was previously 1 due to the deleted axiom. Hence as a
general rule, it is possible to delete from the proof any rule instances in which the active formulae are assigned the

2 Note that as there is more than one way to make the right-hand leaf into an axiom, there is more than set of equations that can be
generated.
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value 0. The only exception to this is the rule � R, and then only when exactly one of the active formulae is assigned
the value 0. In the case of the latter proof above, it is clear that this condition holds for the active formulae of � R (i.e.� 
 � � ��� 
 	 � ) which has a clear correspondence with the LJ version of this rule instance, given below.

� ����� �
� ����� � � � � �

However, if both active formulae are assigned 0, then any such instance of � R can also to be deleted (which will
require some simple rearrangement of the proof).

Hence this version of LK allows use to make some refinements to the proofs found. Below we give the formal
definitions of this process.

Definition 2. An annotated formula is a formula
�

together with a Boolean expression � ,3 denoted as
� 
 � � . We denote

by � � ��� ��� the Boolean expression associated with the annotated formula
�

. Let � be a set of distinct Boolean
variables. We denote by

� 
 � � where
�

is an unannotated set of formulae the set � � 
 � � � ��� ��� � � �
	 . A sequent
consisting entirely of annotated formulæ is known as a search sequent.

Definition 3. Given a multiset of annotated formulæ
	 ��� � � 
 � � � �����%��� 
 � � � 	 and a total assignment � of the Boolean

variables in
	

, we define
	 
 � � ��� � � 
 � � � ������%��� 
 � � � 	 , where � � has the value

� �
under � . We denote by

	 
 � �
�

the
multiset of annotated formulæ

� 
 � � in
	 
 � � such that � evaluates to

�
under � .

We will often identify an unannotated formula
�

with the annotated formula
� 
 � �

; it will always be possible to
disambiguate such annotations from the context.

Definition 4. We say a binary rule
�

obeys the binary rule search condition if the context formulae
����	

are such
that for each

������� 	
in the conclusion of the rule, we have that exp � ��� � �

in the conclusion and
� � � ��� � �

,
where

� �
= exp � ��� in the left premise and

� �
= exp � ��� in the right premise.

We now turn to the specification of the search rules for LK.

Definition 5. An LK-search derivation is built via the following rules:

3 Here the expressions are just variables. In other contexts (such as [12]) expression are more complex.
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�����������������������! 
�"� '�# �%$& '�# �'$��(� ) ��*,+	-

�!&.�
�/� '�# �0$&��2143

�!&.�
�!& '�# �0$��(�51!6

�/� '�# �%$�� '�# �'$7&.�
�/� '�# �0$7&.� 8 3

�!& '�# �%$�� '�# �'$9�:�
��& '�# �0$��;� 8 6

�/� '/<=# �%$�� '?>	# �'$@&A��/� '"<?B 'C>0# �0$7&.� B 3
� # DAE $& '/<F# �G$9�;� # HIE $J� # DAE E $7& '?>0# �K$��;� # HIE E $� # D $@& '/<LB '?>0# �0$��;� # H $ B 6

� # D E $9� '/<=# �%$&�� # H E $M� # D E E $�� 'C>	# �'$&A� # H E E $� # D $�� '/<CN 'C>	# �0$7&.� # H $ N 3
�!& '/<O# �%$�� '?>	# �'$��(�
�!& '"<?N 'C>0# �0$��;� N 6

�/� '�# �GPQ�%$ # R $7&��
�/�(SK� '�# �0$@&��

S 3
�!& '�# T P=�%$ # R $��(�
�!&�S�� '�# �0$��:�

S 6
�/� '�# T P=�%$ # R $&A�
�"�U
� '�# �0$@&A�


 3
�!& '�# �GPQ�%$ # R $��(�
�!&V
@� '�# �0$��(�


 6
� # DAE $& '"<O# �%$��;� # HWE $M� # DAE E $�� 'C>	# �'$&A� # HIE E $

� # D $�� ' <YX ' > # �Q$7&�� # H $ X 3
�/� '/<F# �G$7& '?>	# �'$��(�
�!& ' </X ' > # �0$��;� X 6

�!& '�# �G$9�:��/�(Z '�# �0$7&.�
Z 3

�/� '�# �%$@&A��!&AZ '�# �0$��(�
Z 6

where

–
� � �

for each rule other than Axiom 4

– the rules [ L and
	

R have the side condition that
�

is not free in
�

,
	

or
�

– the rules � L, � L and
�

R obey the binary rule search condition and ��\ , �]\ \ , ^.\ and ^_\ \ are all distinct sets of
Boolean variables

Definition 6. A search tree is a tree regulated by the rules of the search calculus in which each formula of the endse-
quent is assigned a distinct Boolean variable, together with a partial assignment of the Boolean variables appearing
in the tree.

A search tree is total if its assignment of the Boolean variables is total. Otherwise, the search tree is partial. A
search tree is closed if all of the leaves of the tree are instances of the Axiom rule. A successful search tree is a total,
closed search tree.

For notational simplicity, a lack of annotation in any of the rules of the search calculus implies that the constraints
currently applicable to the formula are not changed.

It is not hard to show the following results. The proofs are straightforward and hence omitted.

Proposition 1.
����	

has a proof in LK iff there is a successful search tree of a corresponding search sequent.

Proposition 2. For any formula
�

and any search sequent
� �"	

,
� ��	

has an LK successful search tree iff�$�%� 
 	 � ��	
has an LK successful search tree iff

����	��%� 
 	 � has an LK successful search tree.

These results are hardly surprising, but they do show how “tighter” LK proofs can be found. We can also use
the search calculus to keep track of the progress search strategies. For example, a rule application in which all active
formulae are assigned the value 0 is unnecessary, and can be deleted from the proof, and a strategy which leads to a
proof which does not contain any such occurrences can be considered more successful than one which does. Moreover,
we can quantify this difference by assigning a measure to each proof corresponding to the number of “relevant” active
formulae. More on this point is outside the scope of this paper; we will take up this theme in subsequent work.

4 It is possible make this constraint explicit in each rule. However the version used here makes it simpler to compare systems.
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4 Search Calculus for LM

LM uses the same rules as LK except for the rules
	

R, � R and 
 R which are referred to in [20] as the special rules.
As in general it is not known in advance which choice of rule instance (and hence of principal formula) will lead to a
proof (if any), the search version of LM requires for the special rules not only that the principal formula of the selected
rule instance be assigned the value 1, but that all other formulae in the succedent be assigned the value 0.

For example, the following instance of the � R rule

� � � ��� � � � � ���
� � � ��� � � � � � � � 
 � � 	 � � � � � �

�

would be represented in the search calculus as

� � � 
 � � ��� � � 
 � � � � 
 � � � ��� 
 � � � � 
 � 
 	 � � 	 � � � � � 
 	 �
� � � 
 � � ��� � � 
 ��� � � � � 
 ��� � 
 � 
 � � � 	 � � � � � 
 � � � �

This example also serves to point out that the Boolean values are intended to reflect the choice of rule application
and principal formula, and not to specify such choices. Hence whatever method is used to make such choices, there
will be a corresponding Boolean assignment.

Hence to obtain a search calculus for LM we only need to add the following constraint to those in Definition 5:

– in the succedent of the premise of the rules
	

R, � R and 
 R we have that
	 � ������� � 	 � � � 	

It is then straightforward to show the following results.

Proposition 3.
����	

has a proof in LM iff there is a successful search tree of a corresponding search sequent.

Proposition 4. For any formula
�

and any search sequent
� � 	

,
� � 	

has an LM successful search tree iff�$�%� 
 	 � ��	
has an LM successful search tree iff

����	��
� 
 	 � has an LM successful search tree.

Given these search rules, it is not hard to show that we can always extract an LJ proof from an LM successful
search tree. Whilst this is not a new result[4, 18] and not exactly surprising, the Boolean variables allow a simple
statement of this conversion process, as below:

1. Permute all occurrences of � L as close to the root as possible
2. Permute all right-active rules as close to the leaves as possible
3. Delete formulae marked 0
4. Delete any rule instances in which at least one active formula is marked 0 (except for � R, in which case only

delete those in which both active formulae are marked 0)
5. Insert instances of � R immediately above any instances of � L.

Given any successful proof search in LM, this process will produce an LM proof which is single-conclusioned and
hence an LJ proof. We will use the multiplicity of the proof as a measure of how far we are from an LJ proof.

Definition 7. We denote by the multiplicity of a LM search tree the maximum number of formulae in a succedent in
the search tree whose value is 1.

Thus we get the result below.

Proposition 5. If
� � 	

has an LM successful search tree with Boolean assignment � , then there is an LJ proof of����� � 	 \ � , where
	 \	� 	 
 � �

�
.

Proof. (Sketch).
Our aim is to generate a successful search tree of multiplicity 1.
After steps 1 and 2 of the above conversion process, when travelling from leaf to root, the multiplicity of the proof

can only be increased by an instance of � L. At such rule instances, any subsequent right-active rules (including � L
and

�
R) are either inapplicable or can be permuted upwards, and so any formula in the succedent of the conclusion of

� L is not an active formula of any subsequent rule in the proof. Hence all that remains is to delete formulae marked
0 (step 3) and any rules which are now inapplicable (step 4) before collecting the formulae of the succedent of the
conclusion of � L into one disjunction (step 5), thus generating a proof of multiplicity 1. 
�
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5 Search Calculus for LJ

Having developed a search calculus for LM, it may seem a little unusual to then develop one for LJ, in that LM allows
greater postponement of choices and the above process shows how an LJ proof can be recovered from a successful
LM search. However, doing so allows a clear illustration of the difference between the two in terms of proof search,
as well as illustrating the generality and simplicity of this approach.

A key feature of LJ is the form of the � R rule, i.e.
����� �

����� � � ��� � �
for some � � � � �

.
The natural way to write this rule as a search rule is

����� � 
 � � �
��� 
 � �
������� � ��� 
��� � �

Now as this requires that the succedents contain more than one formula, this may seem merely to lead us back to
LM. However, in this case the assignment to the variables is done differently; in LM the corresponding rule is

����� � 
 � � � �%� � 
 � ��� �
	
����� � � � � 
 � � �
	 � �

in which there is no relationship between
� �

and
� �

. Alternatively the LJ rule is a special case of the LM rule in
which

� � � � �
and all variables for formulae in

	
are 0.

For example, consider the LJ proof below.
� � � � � � � � ����� �

� � � � � � ��� � � �
� � � � � � ��� � � � � �

� ��� � � ���
� ��� � � � ��� � � � � �

� � � � � � � � ��� � � � � �
� � � � � � � � � � ��� � � �

� �

The LJ search version of this is

� # ���($���� # ���;$7&�� # �	��$���
 #  Q$��� #  =$�� # ���;$���� # � <�� $���
 # �	��$&�
 # R $���� # R $
� # � � $���� # ���($���� X 
 # � < $&�
 # R $9��� # R $ X��
� # � � $���� # ���:$9��� X 
 # � < $7&�
 N � # �0$ N��

� # � � $���� # �� �$���� X 
 # � > $&�
 # ! $9��� # ! $
� # � � $��� # �� ($9��� X 
 # � > $7&�
 N � # �0$ N��

� # � < $���� N � # � > $���� X 
 # �'$&�
 N � # �0$ N �
� B �"� N �	� # �G$9��� X 
 # �K$&�
 N � # �Q$ B �

where we have

�����	� � > ���	� �W���0� � < ���	� ��� ���0� �	� ���	�:��� �! K�:��� �! ��:� <�� �! � � ���0� R ���	�:� � �4 K�:�� ���	� ! �! ��:� > �4 

and so the binary search rule condition ensures that

��� �! ��:� � ���0�:� < �! ��:� > ���0�:� < ���	� � ���

This results in the search tree below.

� #  Q$���� # �;$7&#� # �;$��$
 #  =$9�� #  Q$%� #  =$9��� #  =$��$
 # �;$7&�
 # ��$��� #  Q$
� #  Q$���� # ��$���� X 
 # �;$ &�
 # ��$��� #  Q$ X��
� #  Q$���� # ��$���� X 
 # �;$7&�
 N � # ��$ N��

� #  Q$��� # �;$9��� X 
 #  =$7&�
 #  =$9�� # ��$
� #  Q$��� # �;$9��� X 
 #  =$7&�
 N � # ��$ N��

� #  Q$���� N � # �;$���� X 
 # ��$7&�
 N � # ��$ N �
� B �"� N �	� # �;$���� X 
 # ��$7&�
 N � # ��$ B �
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Despite the potential presence of more than one formulae in the succedent, this system is different from LM. In
particular, we use a more restricted form of the � L rule. Consider the provable sequent � � � � � � � . Applying the � R
rule closer to the root than � L will not result in an LJ proof. Hence we must reflect this by there not being an LJ-search
proof of � � � 
 � � � � 
 ��� ��� 
 ��� . If we apply the search form of � R and then � L from LM to the sequent � � � � � � �
we get

� 
 � � � � � 
 � � � � � � 
 � � � � � 
 � � � � � 
 � � � � ��� 
 � � � �
� � � 
 � � � � 
 � � � ��� 
 � � � ���
� � � 
 � � � � � � 
 � � � �

which is provable giving the completed search proof

� 
 � � � � 
��� � � 
 	 � � 
��� � � 
 	 � ��� 
 � �
� � � 
��� � � 
 � � ��� 
 � � ���
� � � 
 � � � � � � 
��� � �

To prevent this behaviour in LJ, we do not refresh the variables in the succedents of the premises of the � L rule,
but leave them the same as the variables in the succedent of the conclusion. In the above example we would get the
following search derivation

� 
 � � � � � 
 ��� ��� 
 ��� � 
 � � � � � 
 ��� ��� 
 ���
� � � 
 � � � � 
 ��� � � 
 � � ���
� � � 
 � � � � � � 
 � � � �

which does not lead to a successful search, as we cannot simultaniously close both leaves (which requires both� � �
and

� � �
. Thus whilst we allow multiple formulae in succedents, these are not “free” in the same way as in

LM.

The rules for LJ are given below.

Definition 8. An LJ-search derivation is built via the following rules:
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���������	��
�����������������������! 
�"� '�# �%$& '�# �'$��(� ) ��*,+	-

�!&.�
�/� '�# �0$&��2143

�!&.� #  Q$
�!& '�# �0$��(� #  Q$ 1!6

�/� '�# �%$�� '�# �'$7&.�
�/� '�# �0$7&.� 8 3

�/� ' < # �%$�� ' > # �'$@&A��/� '"<?B 'C>0# �0$7&.� B 3
� # D E $& ' < # �%$��(� #  =$ � # D E E $7& ' > # �K$��(� #  =$� # D $7& '/<LB 'C>0# �0$��;� #  =$ B 6

� # D E $9� ' < # �%$&�� # H $M� # D E E $�� ' > # �'$&�� # H $� # D $�� ' < N ' > # �0$&�� # H $ N 3
�!& ' < # �%$�� ' > # �G$9�;� #  =$�!& ' < N ' > # �Q$9�;� #  =$ N 6

�/� '�# �GPQ�%$ # R $7&���/�(SK� '�# �0$@&�� S 3
�!& '�# T P=�%$ # �;$��;� #  Q$�!&.S�� '�# �0$��(� #  =$ S 6

�/� '�# T P=�%$ # R $&A��"�U
� '�# �0$@&A� 
 3
�!& '�# �GPQ�%$ # R $��(� #  =$�!&V
@� '�# �0$��(� #  Q$ 
 6

� # DAE $& '"<O# � < $��(� #  Q$J� # DAE E $�� 'C>	# � > $&��� # D $9� '"< X 'C>	# �0$7&.� X 3
�/� '/<O# � < $@& 'C>0# � > $��(� #  =$��& '"< X 'C>0# �0$��;� #  Q$ X 6

�!& '�# �G$9�:� #  Q$�/�(Z '�# �0$7&.� #  Q$
Z 3

�/� '�# �%$@&A� #  =$�!&AZ '�# �0$��(� #  Q$
Z 6

where

–
� � �

for each rule other than Axiom
– the rules [ L and

	
R have the side condition that

�
is not free in

�
,
	

or
�

– the rules � L, � L and
�

R obey the binary rule search condition and � \ , � \ \ , ^ \ and ^ \ \ are all distinct sets of
Boolean variables

That this system is still based on LJ rather than being a variant of LM is shown by the following result.

Proposition 6. Let � be an LJ successful search tree with Boolean assignment � . Then for every sequent
����	

in � ,
� 	 
 � �

�
��� �

.

In other words, in every LJ search proof, there is at most one formula in every succedent whose Boolean assignment
is 1. This makes the following results straightforward.

Proposition 7.
����	

has a proof in LJ iff there is a successful search tree of a corresponding search sequent.

Proposition 8. For any formula
�

and any search sequent
� � 	

,
� � 	

has an LJ successful search tree iff�$�%� 
 	 � ��	
has an LJ successful search tree iff

����	��%� 
 	 � has an LJ successful search tree.

The LJ search calculus thus allows more than one formulae to appear in a succedent, as does LM; the difference
lies in the manner of how choices become committed. In the LJ case, once a formula in a succedent which has an
ancestor formula appearing as an active formula of � R closer to the root has been chosen as the principal formula,
then all remaining formulae in that succedent cannot be so chosen. In the case of LM, this decision is not dependent
on any ancestral relationship, but much more local (and simpler) properties of the special rules.

6 Hypersequents and search

Having explored search issues in LK, LM and LJ, it seems natural to compare the above techniques with that of
hypersequents [1–3], which may be thought of as introducing a “sequent level” disjunction. This is done by introducing
an inter-sequent operator � which intuitively acts as a disjunction:
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��� ��	 � � � ����	 � is provable iff
� ����	 �

is provable for some � � � � �
.

From the perspective of proof search, this introduces disjunctive branches into the search tree (which, as per the
original sequent calculus, contained only conjunctive branches). Whilst the axioms remain the same, the introduction
of (in the terminology of[2]) external structural rules means that sequents can be copied (via contraction), have their
order changed (via exchange) or deleted (via weakening).

For example, the hypersequent � � � � � ��� � � � � � � � �
has the following proof.

� � �
� � � � � � � � � �������

� �������
� ��� ��� � � � � � � �������

� � � � � ��� � � � � � � � � � �

Such systems are often used to study intermediate logics (i.e. those between intuitionistic and classical in strength),
such as Gödel-Dummett logic [3], and can be considered a generalisation of LJ which is orthogonal to LK (i.e. multi-
conclusioned sequents vs. single-conclusioned hypersequents) [1]. However, the idea seems so simple and natural that
it is easy to envisage a hypsequential version of any sequent calculus.

In our context, hypersequents seem to be an elegant way to deal with the special rules in LM. In particular, as it
is not known at the time of the application of the rule whether this choice will lead to a proof or not, it is useful to be
able to “preserve” the alternatives.

This can be done quite naturally as follows. We change, for instance, the � rule, below left, into the form below
on the right.

���
� � �����
����� � � ��� �
	 � � �$�%��� ����� � ����	

������ � ��� ��	 � �

Below we give the full set of rules for such a hypersequential version of LM. For simplicity, we consider a hyper-
sequent to be a multi-set of sequents, in order to dispense with the external exchange rule (which is an analogue of
common practice for standard sequent systems). We use � and � to refer to multi-sets of sequents, and � to refer to
an individual sequent. Note also that for the binary rules, we may assume additive behaviour of the “extra” sequents,
due to the presence of external weakening and contraction.

Definition 9. We define the rules of the hypersequential variant of LM, denoted em LMH as follows:
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�
���������

	
���
	��	
�������

�/� ' & ' �(� ) �G*,+0-
��& ' �(� ��� �"� ' &�� ���

��&�� ��� 8����
�!&.� ���
�/� ' &A� ��� 1!3

�!&�� ���
��& ' �(� ��� 1!6

�/� ' � ' &�� ���
�/� ' &.� ��� 8 3

��& ' � ' �;� ���
�!& ' �(� ��� 8 6

�/� '/< � '?> &.� ���
�/� ' < B ' > &.� ��� B 3

��& '/< �(� ��� �!& 'C> �(� ���
�!& ' < B ' > �(� ��� B 6

�/� '/< &A� ��� �/� '?> &.� ���
�/� ' < N ' > &.� ��� N 3

� & '/< � '?> �(� ���
��& ' < N ' > �:� ��� N 6

�!& ' �(� ���
�/�(Z ' &�� ��� Z 3

�"� ' & � �!&�� ���
��&�Z ' �;� ��� Z 6

�!& ' < �(� ��� �"� ' > &A� ���
�"� '/< X 'C> &A� ��� X 3

�"� ' < & ' > � �!&�� ���
��& '/< X 'C> �;� ��� X 6

�/� '�# T P=�%$7&.� ���
�/� 
� ' &�� ��� 
 3

��& '�# �GPQ�%$ � �!&.� ���
�!&�
� ' �(� ��� 
 6

�/� '�# �GPQ�%$@&A� ���
�/�(SK� ' &�� ��� S 3

��& '�# T P=�%$��(� ���
�!&.S�� ' �(� ��� S 6

where the rules [ L and
	

R have the side condition that
�

is not free in
�

,
	

or
�

.

Note that when viewed as a search calculus (i.e. we construct trees from the root upwards), the only rules which
increase the number of sequents are the special rules. Hence any proof of a (single) sequent

����	
in the above system

which does not contain the special rules is just an LM proof (an , indeed, an LK proof).
In fact is is not hard to show the following result.

Proposition 9. Let � be a hypersequent provable in LMH. Then there is a sequent � � � such that � is provable in
LMH.

The proof is a simple induction on the size of the proof and is not given here.
Hence any LMH proof can be transformed into an LM proof of one of the sequents in the hypersequent at the root.

In addition, it is simple enough to see that any LM proof can be transformed into an LMH proof.
As for LJ, a natural use of hypersequents is for the � R rule, i.e.

������� � ������� � �������� � ��� � �
which, in fact, is already used in the GLC* system for the Gödel-Dummett logic LC [3]. This approach has the

advantage of maintaining the single-conclusioned system.

7 Conclusions and Further Work

We have shown how Boolean constraints can be used, in the manner of [12, 13] to develop search calculi for LK, LM
and LJ. The main contribution here is not so much the technical results, but the general approach to the development
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of such calculi by a simple technique, and for which the implementation issues are straightforward (in that there are a
number of readily available software packages for solving Boolean constraints).

Further investigation into the relationship between such search calculi and hypersequents appears to be a promising
direction for future work. The connection between hypersequents and Gödel-Dummett logic is somewhat tantalizing;
in [10] it is shown how this logic naturally arises from considerations of equivalence in logic programs. Given the
emphasis on search strategies in LJ (as in [16], amongst others) in the derivation of logic programming languages
and some more recent work on similar analyses in LM [11] suggests that a natural conclusion is to perform analyses
of logic programming languages in a search calculus for Gödel-Dummett logic. The hypersequential version of LM
above seems to be a good starting point for such an investigation (or indeed the GLC* system of [3]).

A further point of interest is to extend the original system of [12, 13] to more than just the multiplicative fragment
of linear logic. In particular, the additive rules � R and � R

������� �
	 ������� �
	
����� � � ��� ��	 � �

����� �%�
	
������� � ��� �
	 � �

would become
������� 
 � � �%��� 
 � � �
	
������� � ��� �
	 � �

������� 
 ��� �
��� 
 ��� �
	
����� � � ��� ��	 � �

where
�

is universally quantified, and
�

(as in the variables of this paper) is existentially quantified. Hence instead of
generating implicitly existentially quantified constraints such as

� � � � � � �
, we would generate

	 � � � and [ � � �
respectively, where each � � is the constraint (possibly further quantified) generated by the rest of the proof search.

Intuitively, each value of
�

corresponds to a different “slice” of the proof, an idea first used in proof-nets[9,6],
whereas

�
represents non-determinism, in that we do not know in advance which alternative will lead to a proof.

The key technical issue to combine these rules with the appropriate rule for multiplicatives. One such possibility
is the version of � R rule below (here illustrated, for simplicity, with only two context formulae).

��� ��
 � � �%� ��
 � � �%��� 
 � � � � � � � � � � �%��� 
 � � � � � � � � � �
��� � � � � �
��� �%��� � �

where
�

is universally quantified and
� � � � �

are existentially quantified.
Note that the two slices in this case are

����� 
 � � �%� � 
 � � � �
� � 
 � � � �	��
 ����� 
��� �
� � 
 � � � �%� � 
 � � �
which is precisely what is generated by the techniques of [12] in this case.
Development along these lines will help to form a bridge between sequent systems, which are good for analysis

but generally make a poor basis for efficient implementations, and matrix or connection methods [20, 14], on which
many efficient implementations are based.

An implementation of the combined system using constraint logic programming techniques with Boolean con-
straint solver is underway.
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19. K. Schütte, Vollständige Systeme modaler und intuitionistischer Logik, Springer-Verlag, 1968.
20. L. Wallen, Automated Deduction in Nonclassical Logics, MIT Press, 1990.

A Sequent Calculus LK

�/� ' & ' �;� ) ��* +0-
�!& ' �:� �/� ' &��

��&�� 8����
��&��
�/� ' &A� 1!3

�!&��
��& ' �(� 1!6

�/� ' � ' &A�
�/� ' &�� 8 3

�!& ' � ' �:��!& ' �(� 8 6
�/� '/< � 'C> &���/� ' < B ' > &�� B 3

��& '/< �(� �!& 'C> �:��!& ' < B ' > �;� B 6
�/� ' < &.� �/� ' > &.��"� '/<?N 'C> &�� N 3

�!& ' < � ' > �(��!& '/<CN 'C> �;� N 6
�!& ' �(��/�(Z ' &A� Z 3

�/� ' &.�
��&AZ ' �:� Z 6

�!& '/< �(� �"� 'C> &���/� ' < X ' > &A� X 3
�/� '/< & '?> �(��!& ' <YX ' > �(� X 6

�/� '�# T PQ�%$&���"�U
� ' &.� 
 3
��& '�# �%P=�%$��:��!&V
@� ' �(� 
 6

�/� '�# �GPQ�G$&.��/�:S�� ' &�� S 3
�!& '�# T PQ�%$��(��!&�SK� ' �(� S 6

where the rules S L and 
 R have the side condition that � is not free in � , � or ' .

B Sequent Calculus LJ

The sequent calculus LJ for intuitionistic logic is as for LK above, with the extra constraint that for each succedent in
each inference rule, we require that � 	 ��� �

. This leads to the rules below.
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�/� ' & ' ) �G*,+0-
�!& ' �/� ' &��

��&A� 8����
��&A�
�/� ' &�� 143

�!&
�!& ' 1!6

�/� ' � ' &��
�"� ' &A� 8 3

�/� '/< � 'C> &���/� ' < B ' > &.� B 3
�!& '/< �!& 'C>�!& ' < B ' > B 6

�/� ' < &.� �/� ' > &.��/� '/<LN 'C> &�� N 3
��& ' < � ' >�!& '/<CN 'C> N 6

�!& '�/�(Z ' & Z 3
�/� ' &
�!&.Z ' Z 6

�!& '"< �/� 'C> &.��/� ' <YX ' > &.� X 3
�/� '/< & '?>�!& ' <YX ' > X 6

�/� '�# T P=�%$@&���/� 
� ' &.� 
 3
�!& '�# �%P=�%$��&_
� ' 
 6

�/� '�# �GPQ�%$@&���/�(SK� ' &A� S 3
�!& '�# T PQ�%$��&�S�� ' S 6

where the rules S L and 
 R have the side condition that � is not free in � , � or ' .

C Sequent Calculus LM

The sequent calculus LM for intuitionistic logic is as for LK above, with the extra constraint that for the three rules	
R, � R and 
 R, the succedent of the premise is either empty (for 
 R) or contains only active formulae of the rule

(
	

R, � R).

�/� ' & ' �;� ) ��* +0-
�!& ' �:� �/� ' &��

��&�� 8����
��&��
�/� ' &A� 1!3

�!&��
��& ' �(� 1!6

�/� ' � ' &A�
�/� ' &�� 8 3

�!& ' � ' �:��!& ' �(� 8 6
�/� ' < � ' > &���/� '"<CB 'C> &�� B 3

��& ' < �(� �!& ' > �:��!& '"<CB 'C> �;� B 6
�/� '"< &.� �/� '?> &.��"� ' < N ' > &�� N 3

�!& '/< � 'C> �(��!& ' < N ' > �;� N 6
�!& ' �(��/�(Z ' &A� Z 3

�/� ' &
��&AZ ' �:� Z 6

�!& ' < �(� �"� ' > &���/� '"< X 'C> &A� X 3
�/� ' < & ' >�!& '/< X 'C> �(� X 6

�/� '�# T PQ�%$&���"�U
� ' &.� 
 3
�!& '�# �%P=�%$��&_
� ' � � 
 6

�/� '�# �GPQ�G$&.��/�:S�� ' &�� S 3
�!& '�# T PQ�%$��(��!&�SK� ' �(� S 6

where the rules S L and 
 R have the side condition that � is not free in � , � or ' .
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